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Introduction

Troubleshooting is a difficult art to learn because it requires deep knowledge of the subject of
study, familiarity with a wide variety of tools, and thinking that can be both sequentially logical
and inspirationally outside the box. Perhaps the best way of learning such arts is by watching
experts demonstrate their skills as they are exhibited in different situations.

Optimizing how something performs can also be quite difficult to master. If you've ever
used an old-fashioned radio where you had to find your station using a dial, you'll realize that
a certain degree of fiddling is required to tune things just right. Now imagine a device that has
dozens of dials, each tuning a different variable, with all the variables related to one another so
that tuning one affects the settings of the others. Tuning an information technology system
can often be just like that...or worse!

Optimizing and Troubleshooting Hyper-V Storage is all about watching the experts as they
configure, maintain, and troubleshoot different aspects of storage for Hyper-V hosts and the
virtual machines running on these hosts. And when | use the word "expert" here, | really mean
it, because the contributors to this book all work at Microsoft and have first-hand knowledge
and experience with the topics they cover. The different sections in this book range from how
to automate configuration using Windows PowerShell to get it right the first time so you won't
have to troubleshoot, to step-by-step examples of how different problems were identified,
investigated, and resolved. Of course there's no way to exhaustively or even systematically
cover the subject of optimizing and troubleshooting Hyper-V storage in a short book like this.
But | hope that by reading this book (or by referring to certain topics when the need arises)
your own troubleshooting skills will become more finely honed so you will be able to apply
them more effectively even in scenarios that are not described in this text.

This book assumes that you are a moderately experienced administrator of the Windows
Server virtualization platform. You should also have at least a basic understanding of Windows
PowerShell and familiarity with tools and utilities for managing Windows servers, Hyper-V
hosts, virtual machines, and the various components of an enterprise storage infrastructure.
The main focus of this book is on the Windows Server 2012 version of Hyper-V and associated
storage technologies, including version 3.0 of the Server Message Block file-sharing protocol
(SMB 3.0). Some content in this book will also apply to earlier versions of Hyper-V and Win-
dows Server, and we've tried to indicate this where applicable.

Good luck in mastering this arcane art!
—Muitch Tulloch, Series Editor
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If you find an error that is not already listed, you can report it to us through the same page.
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Hyper-V storage
fundamentals

Before you can achieve any success troubleshooting you need to know the fundamentals. In
this section Thomas Roettinger summarizes some basic information about key Hyper-V storage
concepts and technologies that you need to know before you can effectively troubleshoot
Hyper-V storage problems.

Virtual storage controllers

The first release of Hyper-V in Windows Server 2008 introduced two different types of storage
controllers. The first and most important one is the IDE controller. This controller is required
for booting a virtual machine. Your virtual hard disk must be attached to this controller in or-
der to boot. The reason for this is that Hyper-V has the concept of two different device types:
emulated and synthetic devices.

The IDE controller is an emulated device for the virtual machine bios and helps Windows to
boot. As soon as a modern operating system that supports the installation of Hyper-V Integra-
tion components is booted, the synthetic driver for IDE is loaded as well. This ensures the same
performance for a virtual hard disk attached to IDE or SCSI.

The second controller type is SCSI. A virtual machine can have up to four SCSI controllers,
and each SCSI controller can handle 64 virtual hard disks. With Windows Server 2008 R2, Mi-
crosoft introduced hot add storage for the SCSI controller. This enables an administrator to
increase available storage without the need to shut down virtual machines.

Virtual disk file formats

The file format of virtual hard disks is called VHD and was carried over from Virtual Server.
Virtual hard disks are limited to 2 terabytes, and they come in three different flavors.

The first type is a fixed size VHD, meaning that when you specify the size at the point of
creation the whole VHD is zeroed out. The file that gets created takes up the specified size on
your physical disk. This type of VHD offers the best performance but is not very efficient in
storage usage. Most administrators get around this problem by levering a storage array capa-
bility called deduplication.

CAUTION Microsoft does not recommend configuring deduplication on volumes sup-
porting live virtual machines. For more information, see http://technet.microsoft.com/en-
us/library/hh831700.aspx.
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The second type of virtual hard disk is called dynamic expanding VHD. As the name sug-
gests, when you create a dynamic expanding VHD with 127 gigabytes (GB) it takes only a min-
imum of capacity on your physical disk and grows when data is stored inside it. This format is
very efficient in terms of storage usage but has a performance penalty, especially on write. In
real-world deployments, when you use a dynamic expanding VHD, the most important con-
sideration is free disk space monitoring for your physical disk. If your physical disk is running
out of free space, all virtual machines will go into save state.

The third type of virtual hard disk is called differencing VHD. This type requires a parent
VHD to function and is based on dynamic expanding disks. This type is often used for virtual
desktop infrastructure deployments where you have a parent VHD that contains the base op-
erating system and one differencing disk for each virtual desktop instance.

The VHD file format is an open file format developed by Microsoft, and the specifications
are available to everyone. You can find the specifications here:

http://www.microsoft.com/en-au/download/details.aspx?id=23850

Microsoft also published a performance whitepaper to show different workloads using dif-
ferent VHD types. This document was written to help administrators to better understand
which type they should choose based on different scenarios. You can find this whitepaper here:

http://download.microsoft.com/download/0/7/7/0778C0BB-5281-4390-92CD-
EC138A18F2F9/WS08 R2 VHD Performance WhitePaper.docx

Hyper-V also offers the possibility to pass through a physical attached disk from a Hyper-V
host to a virtual machine. These disks are called pass-through disks and are intended for use
with workloads that require a lot of /0. In real-world environments, administrators also use
pass-through disks to expand or shrink logical unit numbers (LUNs) online by leveraging stor-
age array capabilities.

Storage improvements in Windows Server 2012

In October 2012, Microsoft released Windows Server 2012, which includes the newest version
of Hyper-V. This new version introduced several new storage-related features.

The following are some of the storage features related to Hyper-V introduced with Win-
dows Server 2012:

e VHDX file format

e Native support for 4 KB disks

e  Support for SMB 3.0 file shares
e Virtual FC adapter

e ODX offloading

e Live storage migration
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The new VHDX file format now supports up to 64 terabytes. In addition, another benefit is a
log file to ensure resiliency of the VHDX, in case of a power outage for example. The new file
format also includes several performance adjustments and supports 4 KB disks.

Detailed information about the new VHDX format specifications can be found here:

http://www.microsoft.com/en-us/download/details.aspx?id=34750

The most widely requested feature since the first version of Hyper-V was the ability to use
file shares to store a virtual machine. The file share must be on storage backend that supports
SMB 3.0, for example Windows Server 2012 with its scale out file server feature. But the indus-
try is also working hard to get the SMB 3.0 protocol implemented in their storage solutions. To
ensure resiliency, availability, and enhanced performance, SMB 3.0 supports SMB Multichannel.
This requires at least two different network connections between hosts but not the storage
backend.

For more information about SMB Multichannel, see the following article:

http://blogs.technet.com/b/josebda/archive/2012/06/28/the-basics-of-smb-multichannel-
a-feature-of-windows-server-2012-and-smb-3-0.aspx

This new capability is comparable with what you do today with Fibre Channel (FC) or ISCSI
with the help of MPIO. Frequently, when you talk to storage administrators about implement-
ing an SMB-based storage solution, they roll their eyes and start talking about latency. That's
why in Windows Server 2012, we support using SMB Direct. People often use the term RDMA,
which stands for remote direct memory access. This type of network card bypasses the network
stack and offers low latency and high bandwidth.

If you want to read more about SMB Direct, | recommend these blog posts:

e  http://blogs.technet.com/b/josebda/archive/2012/07/31/deploying-windows-server-
2012-with-smb-direct-smb-over-rdma-and-the-mellanox-connectx-2-connectx-3-
using-infiniband-step-by-step.aspx

e  http://blogs.technet.com/b/josebda/archive/2012/07/31/deploying-windows-server-
2012-with-smb-direct-smb-over-rdma-and-the-chelsio-t4-cards-using-iwarp-step-
by-step.aspx

To enable virtual machine guest clustering with FC LUNs, a virtual host bus adapter (HBA) is

now part of Hyper-V. This allows you to add a virtual FC adapter to a virtual machine. This
requires a physical FC adapter that is NPIV compatible in your Hyper-V host. Before Windows
Server 2012, the only option to create a guest cluster was to use ISCSI-based storage. A guest
cluster is a Windows failover cluster between at least two virtual machines. This is often used
for SQL Server and other workloads that are cluster aware.

If your storage backend does support offloaded data transfer (ODX), you can now leverage
this capability from your Hyper-V host. This is very useful when deploying virtual machines
because the data moves through the high-speed storage fabric instead of using client-server
network traffic and CPU time by sending an offload write including a token to request data
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movement. That token is first received by starting the copy operation with an offloaded read
and represents data from the storage device.

MORE INFO To explore offloaded data transfer, see the article at
http://msdn.microsoft.com/en-us/library/windows/desktop/hh848056(v=vs.85).aspx.

For storage migration System Center Virtual Machine Manager (SCVMM) offers a feature
called Quick Storage Migration. This feature takes a snapshot, and from that point on all writes
go to the AVHD file and the original VHD is read only. The VHD then is transferred to the new
storage location while the virtual machine is online. When the VHD transfer is finished, the
virtual machine goes into save state and the AVHD is transferred. The content from the AVHD
then is merged into the VHD, and the virtual machine is resumed. As you might guess, this
feature causes service interruption. In Windows Server 2012, live storage migration is built into
the platform without the need to leverage Virtual Machine Manager. This new feature allows
you to move the storage between different locations without a service interruption. Even bet-
ter, it doesn't even matter if you move the VHD or VHDX between local storage, FC, ISCSI, or
SMB-based storage. When you start a storage live migration, a new virtual hard disk is created,
and the content is synced between source and destination VHD. During the sync all reads go
to the source VHD, but the writes go to both source and destination VHD. So if there is a fail-
ure or you abort the live migration, no damage will happen.

If you have ever done a storage migration project in a hosted or enterprise environment
where the SAN is shared across multiple tenants, then you know the value of being able to live
migrate storage. This is a huge cost- and time-saving functionality. But even for small or medi-
um businesses, when a local disk runs out of free space you can just hot add new physical stor-
age to your server and live migrate your virtual hard disks or the entire virtual machine to the
new physical disk.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here are a few additional resources concerning this topic:

e  What's New in Windows Server 2012 (TechNet) at:
http://technet.microsoft.com/en-us/library/hh831769.aspx

e  Windows Server 2012 Storage Evolved For Hyper-V (TechNet Video) at:
http://technet.microsoft.com/en-us/video/windows-server-2012-storage-evolved-for-

hyper-v.aspx
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Storage sizing

The first step in successful optimization of virtual machine storage for Hyper-V hosts is plan-
ning. Thomas Roettinger examines a free tool from Microsoft you can use for sizing the stor-
age needs for your virtual environment.

Using MAP

This section introduces a tool that helps you to correctly size your storage for a virtual envi-
ronment. This could be either migrating physical machines to a new virtual environment or
replacing an existing SAN with a new storage project.

In the section of this book titled “Monitoring storage performance,” | discuss some of the
different storage counters you can use for capturing all the required information via Windows
Performance Monitor. As you can imagine, this requires a lot of manual effort to aggregate all
the information from each machine. When you talk to storage vendors, they are all interested
in the total number of 10s you need and some are interested in how many megabytes per
second you need.

They need these numbers to calculate the amount of spindles you will need. The world
changed and we moved into the cloud. In the cloud we use different storage tiers that are
made of SSD, SAS, SATA, or a combination of these disk types.

So let me be clear on this point: storage sizing is never an easy task. Even after you gather
the required numbers, you still need to decide whether to go for a traditional SAN with FC or
ISCSI or to choose a new path with an SAS technique with SAS HBAs and JBOD:s to build a
Windows Storage Solution. Windows Server 2012 offers many great storage features such as
storage space, deduplication, SMB 3.0, and many more. This allows you to buy inexpensive
storage, to purchase only what you need, and to scale.

Let's have a look at a Microsoft Solution Accelerator called the Microsoft Assessment and
Planning (MAP) Toolkit that helps with several scenarios. It's a free download you can grab
from here:
http://technet.microsoft.com/en-us/solutionaccelerators/dd537566.aspx

When you open MAP, the first step you need to do is perform an inventory of your servers.
This can be physical machines or virtual machines—it doesn't matter. There are several ways to
discover these machines such as Active Directory, IP Range, and many others.

www.hellodigi.ir


http://technet.microsoft.com/en-us/solutionaccelerators/dd537566.aspx

You should select the machines that will utilize the new storage subsystem that you plan:

File View Tools Help Feedback

&« 3| | % b Ovendew |
Overview & Overview ©
Cloud Where to start Scenarios Available
Desktop n Read the Getting Started Guide

Read the Getting Started Guide to learn more about the MAP
Server Toolkit and how to use it R '|"\:_\ Cloud
- o e $0%T ANl scenarios relevant to the migra
A q
Desktop Virtualization Perform an inventory WY o cenires and products ofiere
Database , Begin gathering data about your environment for an * Windows Azure VM Readine
assessment. t
Server Virtualization * Windows Azure Virtual Mac
) = Office 365 Readiness
Usage Tracking * Microsoft Private Cloud Fast
Environment * Hardware Library

Additional Resources

Learn More Community Reference Material
MAP Toolkit Homepage MAP Toolkit Team Blog MAP Toelkit Applicatior
MAP Training Wiki TechMet User Forums MAP Toolkit Sample Re

MAP Toolkit on TechMet

After you perform an inventory, you can gather the performance data for these servers. You
need to select a time range for collecting data. | recommend you do multiple runs but at least
24 hours. Do multiple runs on different work days as well as the beginning and ending of the
month. Then take the average result of the different values you receive:

-3

7 ™ Collection Configuration
s

Choose Competers The MAP' sed U o
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ComputerList
All Computers Credentisis ¥ Windows-based macines
Credentials Order ] Unucbased machines
Summary
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When the performance data collection finishes, click Performance Metrics:

43 Microsoft Assessment and Planning Toolkit
Fle View Tools Help Feedack
€« . \ » Emwcament »
$ % g
Overview ‘f Environment
Cloud Steps to complete Options
Select database
Desktop o ; ’
Server
A R Scenarios
Desktop Virtualization
33, -
s - F— | T — YT
Server Virtualization
! u_ 33 4/’/U Inventc 4 Windows Servers O Linux Servers
Usage Tracking

4 r 2012 0
Environment ']2 Machines Discavered 0 Server 2008/F

0 Ubuntu Serve
O Windows Clients oot

The screen will refresh and at the upper-right of the window, you can click Performance
Metrics Report. This will create the report that you are looking for:

> Microsoft Assessment and Planning Toolkit
Fle Vew Toos Hep Feedbeck
€ \ » Emworment » Performance Metncs
Overview A Performance Metric Summary
Cloud Steps to complete
Desktop o
ac e data

Server

: s Details
Desktop Virtualization
Database

Server Virtualization O 4 O Duration (Hrs:Mins) @ Sucoess
Usage Tracking i

@ Fature
Environment 4

D Machines
3 Wind
0 Lir

0 nknow
67 % Collection Success
21

14 Successes
7 Failure

Additional Resources
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After the report is created, you will find it in your documents folder as a Microsoft Office
Excel file:

s PressBook -|o| x
“ Home Share View o ’ ]
t [ v sdministrator » My Documents » MAP » PrassBook v @ | [ Search PressBock 3
¢ Favorites pame ) Date modified Type
B Desktop | PerfMetricResults-03-12-2013-10h31m3Ds.xlsx 3/12/2013 10:31 AM

& Downloads

1=l Recent places

The report will contain the Average Disk IOPS, Maximum IOPS, and more:

Average Disk I0PS Maximum Disk IDPS

- M

108 3.57

0.75 2.05

The only thing you need to do is to let Excel sum up the values. This will give you the nec-
essary values you need for a proper sizing.

Don't forget to add spare capacity for growth.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here are a few additional resources concerning this topic:

e The Microsoft Assessment and Planning (MAP) Solution Accelerator (TechNet) at:
http://technet.microsoft.com/en-us/solutionaccelerators/dd537566.aspx

e  Planning for Disks and Storage (TechNet) at:
http://technet.microsoft.com/en-us/library/dd183729(v=WS.10).aspx
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Pass-through disks

Pass-through disks are a feature of Hyper-V that allow virtual machines to access storage that
is directly mapped to the Hyper-V host without requiring that the volume be configured. This
storage can be any of the following:

e  Physical disk internal to the host
e Direct-Attached Storage (DAS) device attached to the host
e Storage Area Network (SAN) Logical Unit Number (LUN) that is mapped to the host

In this section Chuck Timon demonstrates how to troubleshoot some scenarios involving
pass-through disks for highly available virtual machines running on Hyper-V hosts.

Storage options for Hyper-V

There are several options available to Hyper-V administrators for attaching storage to virtual
machines. The most frequently used option is virtual hard disks (VHD\VHDX). Another is pass-
through disks. When Hyper-V first showed up on the scene as an out-of-band release for Win-
dows Server 2008, only the VHD format existed. There was a limit on the size a VHD could be
(2 terabytes), and it did not perform as well as administrators would have hoped. As a result,
pass-through disks were used to get the larger disk sizes and to get the storage performance
needed for virtualized application workloads.

With the introduction of a new virtual hard disk format (VHDX) in Windows Server 2012
and the capability to access SAN storage directly inside of a virtual machine by way of a syn-
thetic fibre-channel adapter, pass-through disks are no longer needed to achieve high storage
performance or to gain access to the larger disk sizes needed in the enterprise. A brief over-
view of some of the new features in the VHDX format can be found on TechNet
(http://technet.microsoft.com/en-us/library/hh831446.aspx). The full VHDX specification is also
available for download (http://www.microsoft.com/en-us/download/details.aspx?id=34750).
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Pass-through disk quick review
Virtual machines can be connected to storage attached directly to the Hyper-V server. The
storage can be disks internal to the Hyper-V server itself or attached externally to the server.
An example of externally attached storage would be a fibre channel connection to a storage
area network (SAN) using a host bus adapter (HBA). There are only two basic requirements for
this configuration to work:

1. The disk is registered in the host (for example, the disk is visible in the Disk Manage-

ment interface).

2. The disk is offline. The disk must be offline before it is attached to a virtual machine.
Once attached, the disk is never brought online again in the host operating system.
Bringing a pass-through disk online outside of the operating system in the guest could
result in data corruption. In Windows Server 2012, attempting to bring a pass-through
disk online is blocked.

“@Disk 13 1

Unknown
25.00GB_ _125.00 GB
@fflingr(T_hAe disk is offline because of policy set by an administrator]

s

Virtual Disk Manager | X

Q Access is denied.
oK

A pass-through disk is attached using either an IDE or SCSI controller in a virtual machine.
There are a limited number of IDE attachment points (four). Using SCSI, 256 disks (distributed
among four virtualized SCSI controllers) can be attached to a virtual machine. If an administra-
tor wants to hot-add storage to a virtual machine (i.e., add storage while the virtual machine is
up and running), the SCSI controller is the only option. A pass-through disk is configured in a
virtual machine by choosing the Physical Hard Disk option when configuring a hard drive:

—————————— -]
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“@Disk 13 ]
Unknown
25.00 GB

Offline i

Help

25.00 GB
Unallocated

# Hard Drive

You can change how this virtual hard disk is attached to the virtual machine. If an
operating system is installed on this disk, changing the attachment might prevent the

virtual machine from starting.
Controler: Location:
SCSI Controler v||0(@nuse) v
Media

You can compact or convert a virtual hard disk by editing the assodated file.
Spedify the full path to the file.

Virtual hard disk:

®) Physical hard disk:
Disk 13 25.00 GB Bus O Lun 11 Target 0 v
£) If the physical hard disk you want to use is not isted, make sure that the

disk is offine. Use Disk Management on the physical computer to manage
physical hard disks.

To remove the virtual hard disk, dick Remove. This disconnects the disk but does not
delete the associated fie.

Remove |

Once the settings are applied, the disk appears in Disk Management in the virtual machine
and can be configured for use there. If the disk was not brought online and initialized in the
Hyper-V host, when it is brought online for the first time in the virtual machine, it will need to
be initialized before it can be configured further:

“@Disk 1 |
Unknown

25.00 GB 25.00 GB

Mot Initialized Unallocated

The standard limitations apply when using pass-through disks in a virtual machine, that is
no snapshots and no backups at the host level (outside of the guest operating system). One
additional limitation has been added in Windows Server 2012—Hyper-V Replica does not sup-
port replicating pass-through disks attached to a virtual machine. Hyper-V Replica supports
only file replication (VHD, VHDX, AVHD, AVHDX) between primary and replica sites.

Pass-through disks can be used in virtual machines running in standalone Hyper-V servers
or in highly available virtual machines running in Hyper-V failover clusters. Pass-through disk
behavior as it applies to a standalone Hyper-V host has not changed in Windows Server 2012.
The same cannot be said for pass-through disks attached to virtual machines in a Hyper-V
failover cluster. There are several pass-through disk behaviors that have changed with respect
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to highly available virtual machines in Windows Server 2012. To put it in perspective, let's flash
back in time a little for a quick refresher on how things were, and still are, in Windows Server
2008 R2 Failover Clusters.

For those of us who are veterans when it comes to working with failover clusters, we know
that, in a cluster, it is all about resources and the cluster having control of those resources. It
does not matter what the resource is, the cluster needs to be in control of it in a high availabil-
ity scenario. Working with pass-through disks in virtual machines translates into working with
physical disk resources in a cluster. What this means is that before you configure a pass-
through disk in a virtual machine that is either already highly available or is in the process of
being made highly available, the disk, mapped to the host, which will be configured as the
pass-through disk in the virtual machine, must first be added to the cluster as a physical disk
resource. If not, all kinds of alarms start going off when making a virtual machine highly avail-
able. Let's take a look....

The first indication that something is wrong is when the process for making the virtual ma-
chine highly available completes. A pop-up indicates the refresh virtual machine configuration
process completed with warnings, and the administrator is provided an opportunity to view a
report:

Please confirm action

( | The virtual machine configuration refresh has
=" completed, but there were warnings. To view details,
click Yes.

|-)Yes

> No

The available report indicates a failure has occurred:

Refresh Virtual Machine Configuration

Started 1/9/2013 12:15:54 PM
Completed 1/9/2013 12:15:56 PM

Looking for the configuration data for virtual machine role Test-2'.

M0
Test-2

Description

Virtual Machine Test-2 Failed

£

www.hellodigi.ir



The actual details of the failure message are not clear as to why the failure occurred (i.e.,
"Element not found"):

Refresh Virtual Machine Configuration

Updating the virtual machine configuration resource with the current guest configuration...

There was an error updating the virtual machine configuration resource.
An error occurred while updating the Virtual Machine Configuration of resource 'Virtual Machine

onfiguration Test-2'.
Element not found

A review of the additional information contained in the report clarifies the failure. The in-
formation also provides help with respect to the corrective action that can be implemented to
fix the issue (i.e., add the disk to the cluster):

The following disk path was found to be required by the virtual machine 'Test-2', but it is on a disk that has not yet
been added to the cluster: "\\.\PhysicalDrive6'. This disk must be added to the cluster to make this virtual machine
highly available.

Virtual machine ‘Test-2' is configured to use disks that are not part of the cluster, but are available to the cluster and
could be added to the cluster. To ensure this virtual machine can be clustered and highly available all of its storage
must be present in the cluster.

The reported failure does not prevent the pass-through disk from being added to the virtu-
al machine configuration. However, this issue must be addressed or live migrations of the vir-
tual machine may fail.

There are relevant events registered in both the FailoverClustering-Manager and Hyper-V-
High-Availability logs:

Event ID: 4649

Source: FailoverClustering -Manager

Level: Warning

"Failover Cluster Manager detected that wvirtual machine <VM_Name> is configured to
use one or more disk that are not yet added to the cluster. Please add all
required disks to the cluster before making this virtual machine highly
available".

The Hyper-V-High-Availability log registers an event as well -
Event ID: 2115

Source: Hyper-V-High-Availability

Level: Error

"'"Virtual machine Configuration <VM_Name>' failed to update the configuration data
of the virtual machine: Element not found. (8xB808784908)."
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Even with all the pop-ups and events registered in the logs, the pass-through disk is still vis-
ible in Disk Manager in the virtual machine and can be manipulated as if it had been properly
configured. It is up to the administrator to heed the pop-ups and implement corrective action
before actually placing the virtual machine in production.

In the end, when the virtual machine is configured properly, the pass-through disk appears
as a normal disk (physical disk resource) in Failover Cluster Manager. The disk is placed in the
resource group with the virtual machine it is associated with. Pass-through disks also co-exist
alongside cluster shared volumes (CSV). The major difference being the physical disk resource
representing a pass-through disk must be taken offline as part of a virtual machine migration

process. CSV volumes, on the other hand, do not have to move with the virtual machine(s)
they support:

Summary of Test-1
L
Status: Onine Auto Start: Yes
Nexts: aone>
Preferred Owners: @one>
Current Owner: R2-Node2
Name [ Stats | [
Virtual Machine
= § Vewal Machine Test-1 ®) Runring
& Vitual Machine Corfiguration Test-1 (#) Onine
Disk Drives /i Pass-through Disk I
%) (4 Ouster Disk 4 (®) Onine
Cluster Shared Volumes:
Name [ Status | Cusrent Owner I
= G Custer Disk 3 (#) Onine R2-Node2
C:\QusterStorage\Volume2  Fle System: NTFS 100 GB (99.9% free )
= €8 Quster Disk 2 (®) Orine R2-Node1
C:\QusterStorage\Volume 1 File System: NTFS 50 GB (99.8% free )

Let's switch gears and examine this same behavior in a Windows Server 2012 failover
cluster.

In Windows Server 2012 Hyper-V failover clusters, pass-through disk configurations are still
supported, however the check-and-balance mechanism that was in place in Windows Server
2008 R2 is no longer available.

Scenario 1: Adding a pass-through disk to an already
highly available virtual machine

When configuring a pass-through disk in an already highly available virtual machine using the
Failover Cluster Manager interface in Windows Server 2012 when the disk is not a cluster re-
source, there is no report generated as part of a Refresh Virtual Machine process. Therefore,
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information that could make an administrator aware of a misconfiguration is not immediately
available. The event documented above for the Hyper-V-High Availability Log (Event ID:
21105) is still registered (the FailoverClustering-Manager Event ID: 4649 is not). Even with the
misconfiguration, the disk(s) can still be manipulated in the virtual machine and the virtual
machine role moves freely (migrates) between nodes in the cluster without error. A vigilant
administrator may eventually notice that the improperly configured pass-through disk is not
listed in the Resources tab for the virtual machine and could then correct the misconfiguration.

[ Queres ~[1d v [[vil

Name Stabus Type Pricety Information
e Teat3 (® Runring Vitual Machine Medum
L] »
v ,_f'\. Test-3 Preferred Owners: Any node
S o S
| Virtual Machine
| =2 3 Vitual Machine Test-3 d FRumning
| %, Vetual Machine Configuration Test-3 (%) Oriine
| Storage
| = & Ouster Disk 4 () Orine

CSV3 (C\ClusterStoragelvolume3)
L
W CSVFS 35 GB free of 60 G5

To correct the misconfiguration, the virtual machine must be shut down, the pass-through
disk must be added to the cluster as a physical disk resource, and then the virtual machine
must be restarted. Once that is accomplished, the pass-through disk appears in the Resources

tab for the virtual machine and is properly identified as a pass-through disk in Failover Cluster
Manager:

B Preferred Owners: Ay node

Name Status information
Virtual Machine

5§, Vitual Machine Test:3 EN ]

%, Vitual Machine Corfiguration Test:3 (@) Orline

Storage

5 2 Ouster Disk 4 ) Orine

CSV3 (C\ClusterSiomgeioluma3)
V7 CSUFS 26 G8 fee of 60 GB
S F Cluster Diskc 5 (%) Orine

Chastered Disk (APGLOBALROOT Device'Harddisk M ChasterParition11)
¥ Pass-through Disk

-

Migration of the virtual machine role continues to function properly.
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Scenario 2: Adding a pass-through disk to a virtual
machine before making it highly available

If a virtual machine is configured with a pass-through disk before it is made highly available
(i.e, it is configured in Hyper-V Manager outside of the cluster), and the disk(s) has not been
added as a cluster resource, the Configure Role process in Failover Cluster Manager detects the
misconfiguration, and the process fails:

& High Availability Wizard [x]

The operation has faled. None of the e chx was
made highly avalable. Fiease see the full report for further detalls about the falures.

Virtual Machine

ane of the virtual machine configurations chosen was successfully made highly available.

Please see the full report for further details about the failures.

Name Result Description
Test-2 "’,g:, Failed
To view the repont created by the wizard, chck View Report. View Report
To closs this wizard, chck Finish

The information contained in the generated report provides actionable information to the
administrator to help resolve the issue. If the disk had not been initialized in the host, the in-
formation detail would state that a disk is "not a path to storage in the cluster or to storage
that can be added to the cluster.” In other words, the cluster is not aware of the disk at all:

Disk path "\.\PhysicalDrive6" is not a path to storage in the custer or to storage that can be added to the duster. You must ensure this storage is available to every
node in the cluster to make this virtual machine highly available.

You can change the location of the virtual machine and its files to a valid cluster-managed storage location, or use the Move Virtual Machine Storage dialog in Failover
Cluster Manager (or the M Windows cmdlet) to move the virtual machine. To open the Virtual Machine Storage dialog, select the virtual
machine in the Roles view, then select the Move action, and then the Virtual Machine Storage option. The virtual machine and its files can be moved to a different
location while the virtual machine is running.

If the disk had been initialized in the host, but not yet added to the cluster as a resource,
the information provided in the report is different and states that the disk has not yet been
added to the cluster:

The fellowing digk path was found to be required by the virtual machine "Test-2', but it iz on a digk that hag not yet been added to the cluster: "\\.\PhysicalDrive&’. Thiz
disk must be added to the cluster to make this virtual machine highly available.

\irtual machine "Test-2' is configured to use disks that are not part of the cluster, but are available to the cluster and could be added to the cluster. To ensure this virtual
machine can be clustered and highly available all of its storage must be present in the cluster.

Both of these examples provide actionable information to the administrator so he or she
can remedy the situation. In Windows Server 2012, the virtual machine is not made highly
available until the problem is corrected. Once the discrepancy is fixed, the High Availability
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Wizard completes successfully, and the virtual machine role is properly configured. As in Win-
dows Server 2008 R2, the application log entries both for Failover Cluster Manager and Hyper-
V Manager provide information the administrator can use to resolve this problem.

Scenario 3: Adding a pass-through disk to a virtual

machine that is already running

The final scenario in Windows Server 2012 failover clusters involves adding pass-through disks
(hot-add storage) to a virtual machine that is already running (online and providing services to
end users). Ever since Windows Server 2008 R2, administrators have been able to, on demand,
add storage to a virtual machine while it is running (a.k.a. hot-adding storage) provided the
storage was connected to a virtual SCSI controller. The storage could be file based (a
VHD\VHDX) or a pass-through disk.

TIP Always ensure the integration services in the virtual machine are updated and match
those in the Hyper-V host. The Get-VMIntegrationService Windows PowerShell cmdlet can
be used. Here is an example:

Get-VmIntegrationService -VMName Fabrikam-FS10 | Where-Object

{$ .SecondaryOperationalStatus -eqg 'ProtocolMismatch'}

In Windows Server 2012 standalone Hyper-V servers, the above statement still holds true. In
Windows Server 2012 failover clusters, an administrator can hot-add storage to a running vir-
tual machine provided that storage is file-based (a VHD\VHDX) and connected to a SCSI con-
troller. A pass-through disk cannot be added to a running virtual machine. The pop-up error is
Access Denied for the virtual machine management service account:

Settings -

Q Error applying Hard Drive changes

Failed to add device 'Physical Disk Drive'.

Hyper-V Virtual Machine Management service Account does not have
permission to open attachment
.\mpio#disk&ven_msft8prod_virtual_hd&rev_6.2_#187f6ac24808...
Error: 'General access denied error'.

‘Test-3' failed to add device 'Physical Disk Drive'. (Virtual machine ID
6D20B734-CC3E-4E57-AF8C-D903D8272219)

‘Test-3": Hyper-V Virtual Machine Management service Account does
not have permission to open attachment
.\mpio#disk&ven_msft&prod_virtual_hd&rev_6.2_#187f6ac24&08...
Error: 'General access denied error' (0x80070005). (Virtual machine ID
6D20B734-CC3E-4E57-AF8C-D903D8272219)

@ Hide details
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An event (Event ID: 12290) is registered in the Hyper-V-SynthStor\Admin log:
Event ID: 12290
Source: Hyper-V-SynthStor
Level: Error
User: NT VIRTUAL MACHINE\<VMID>
<VM Name>:8007005 Account does not have permission to open attachment <path to disk>.

Error: 'General access denied error' (7864368). (Virtual Machine ID <VM guid>

Event 12290, Hyper-V-SynthStor

General | Details |

‘Test-3": 80070005 Account does not have permission to open attachment "\\?
mpio*disk&ven msft8prod virtual hd&rev 6.2 21&7f6ac24&0&
363030334646343444433735414443414339453 41454535324335452{53¢56307-b6bf-11d0-94f2-00a0c91efb8b}'.

Error: ‘General access denied error' (7864368). (Virtual machine ID 6D20B734-CC3E-4E57-AF8C-D903D8272219)

An event (Event ID: 14140) is registered in the Hyper-VVMMs\Admin log:
Event ID: 14140
Source: Hyper-V-VMMS
Level: Error

User: System
'VM _Name> failed to add device 'Physical disk Drive'. (Virtual Machine ID <guid>)

General | Details |

‘Test-3' failed to add device 'Physical Disk Drive', (Virtual machine ID 6D20B734-CC3E-4E57-AF8C-
D903D8272219)

To be able to successfully add the pass-through disk to the virtual machine in this scenario
requires the virtual machine first be shut down and then the disk can be configured.

That concludes my discussion on Hyper-V storage with respect to the functionality changes
in Windows Server 2012 pertaining to pass-through disks. Please keep in mind what | stated
earlier: there should be no reason to continue using pass-through disks in Windows Server
2012 considering the new functionality available in the new VHDX virtual hard disk format.

—Chuck Timon, Senior Support Escalation Engineer
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Additional resources

Here are a few additional resources concerning this topic:

Adding a Pass-through Disk to a Highly Available Virtual Machine at:
http://blogs.technet.com/b/askcore/archive/2009/02/20/adding-a-pass-through-
disk-to-a-highly-available-virtual-machine.aspx

Configuring Pass-through Disks in Hyper-V at:
http://blogs.technet.com/b/askcore/archive/2008/10/24/configuring-pass-through-

disks-in-hyper-v.aspx
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Virtual machine snapshots

Snapshots are a feature of Hyper-V that provide a quick and easy way to revert a virtual ma-
chine to an earlier state. This can be useful for example if you need to recreate a specific state
or condition in order to troubleshoot a problem or demonstrate some functionality. Snapshots
are mainly intended for use in development and test environments and are generally risky to
use in production environments that use Active Directory. In this section Thomas Roettinger
shows how to resolve an issue caused by a broken snapshot tree.

Understanding snapshots

Often when | talk to people they misunderstand the concept of a Hyper-V snapshot. They be-
lieve this is a backup function. But it is not! The functionality these people are looking for
would be a VSS snapshot. For more information on VSS, see the "Additional resources” at the
end of this section.

So what is a Hyper-V snapshot? The best way to describe it is as a point-in-time picture. The
original intention for this feature was to offer a way to create a snapshot, for example before
installing an update on a system. If the update was successful you could delete the snapshot,
and if it was not successful, you could apply the snapshot to return to the original state.

A virtual machine consists of a configuration file and at least one virtual hard disk file. There
also is a VSV file and a bin file. When you create a snapshot of a virtual machine, Hyper-V cre-
ates an AVHD/AVHDX file and saves a copy of the configuration file to the snapshot location.
From that point on, the original VHD/VHDX is read only; all changes go to the AVHD/AVHDX
file. A copy of the memory state file (bin) and the processor structure file (VSV) are also placed
in the snapshot folder.

MORE INFO For more information on Hyper-V virtual machine files, see Ben Armstrong's
post at http://blogs.msdn.com/b/virtual pc guy/archive/2010/03/10/understanding-
where-your-virtual-machine-files-are-hyper-v.aspx.

When you apply a snapshot, all changes that have been stored in the AVHD/AVHDX file are
deleted. When you delete a snapshot, the changes from the AVHD/AVHDX are merged with
the original VHD/VHDX. With Windows Server 2012, this happens online. In previous Windows
Server versions, the merge did not take place until you shut down or rebooted the virtual
machine.
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You can create multiple snapshots of a virtual machine up to 1,024; that's the maximum
chain length for differencing disks. Multiple snapshots form a snapshot tree, as you can see in
the following screenshot:

Virtual Machines

Marne

State CPUUsage | s

B Sepshot Bxaele o

Using snapshots in a production environment is supported but is generally not recom-
mended because of a performance penalty the longer the chain gets. In addition, Microsoft
does not recommend snapshots for specific workloads because of potential data corruption
issues. Examples include SQL Server and domain controllers, although Windows Server 2012
implements functionality where virtualizing domain controllers is no longer an issue. For de-
tails, see http://technet.microsoft.com/en-us/d2cae85b-41ac-497f-8cd1-
5fbaa6740ffe(v=ws.10)#bkmkl planning to virtualize.

Finally, when you use Hyper-V snapshots in production, you should implement a policy that
requires deletion of a snapshot when it is no longer needed, for example after a successful
update of a system.

Example: Broken snapshot tree

One of Patricia’s virtual machines is running out of available disk space, so she shuts it down.
The virtual machine has some snapshots that a developer created. Patricia uses Hyper-V Man-
ager to expand the original VHD from 127 GB to 160 GB.

When she tries to re-start the virtual machine, she receives the following error message:

Hyper-V Manager -

0 An error occurred while attempting to start the selected virtual machine(s).
‘TEST" failed to start.

Microsoft Emulated IDE Controller (Instance ID 83F8638B-8DCA-4152-9EDA-2CA8B33039B4): Failed
to Power on with Error ‘The chain of virtual hard disks is inaccessible. There was an error opening 2
virtual hard disk further up the chain.".

Failed to open attachment 'C:\TEST\TEST_ES238145-10F3-4872-8323-D37CCAA17220.avhd". Error:
‘The chain of virtual hard disks is inaccessible. There was an error opening a virtual hard disk further
up the chain.’.

Failed to open virtual disk 'C:\TEST\TEST_E5238145-10F3-4B72-B323-D37CCAA17220.avhd". A
problem was encountered opening a virtual disk in the chain of differencing disks,
'CATEST\TEST.vhd": ‘The size of the virtual hard disk is not valid.".

@ See details Close |

=i
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Patricia knows that shrinking the original VHD is not possible with Hyper-V Manager. She
has expanded VHDX files with snapshots attached several times without any issue. Patricia de-
cides to use a free utility called vhdtool available for download
(http://archive.msdn.microsoft.com/vhdtool). This tool repairs a broken snapshot tree by re-
turning a base VHD to its original size. This only works without data loss as long as the content
was not changed after the expand operation.

The vhdtool also enables an administrator to create fixed-size virtual hard disks quickly be-
cause it doesn't zero out the file like Hyper-V Manager does. Instead it bypasses the file sys-
tem, and data that reside on the physical disk are available inside the VHD. Keep this in mind
and rate the security risk of using the tool for your environment.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here are a few additional resources concerning this topic:

e  About Virtual Machine Snapshots (TechNet Library) at:
http://technet.microsoft.com/en-us/library/dd851843.aspx

e  Hyper-V Virtual Machine Snapshots: FAQ at:
http://technet.microsoft.com/en-us/library/dd560637(WS.10).aspx
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File system alignment

File system misalignment will only be a problem if you are using Windows Vista or Windows
Server 2008 as an operating system for virtual machines that are stored on a storage attached
network (SAN). This is not just a Hyper-V problem; it will also occur for other hypervisors.
Thomas Roettinger explains how to identify and deal with this issue.

Identifying file system misalignment

Working with a virtual environment also means working with different layers of storage. Win-
dows Server systems running Hyper-V include the following layers:

e  File system inside a VHD/VHDX
e NTFS on the host
e LUN

For the best possible performance of your storage subsystem, you want the file system in-
side the VHD, the NTFS file system of the host, and the storage array blocks aligned.

Here is a simplified architecture for a properly aligned system:

File System VM Block 0 Block 1

NTFS Host [MBR + Unused Space | I |

LUN I I I |

The following block diagram shows a file system misalignment problem what will result in
bad performance. Every block that is accessed by the operating system of the virtual machines
requires the LUN to access two blocks. This doubles the 1/0 load on your SAN:

File System VM I MBR* Block 0 I Block 1 I

NTFS Host [ [ | |

LUN I I | |

Historically, an operating system like Windows 2000, Windows 2003, and various Linux dis-
tributions started the first partition at sector 63. This led to a misaligned file system because
the partition did not begin at a sector that is a multiple of 8. Beginning with Windows Vista
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and Windows Server 2008, operating systems no longer have this problem because their first
partition is at 1,048,457, which is divisible by 4,096.

How do you verify that your virtual machines running an operating system prior to Win-
dows Vista or Windows Server 2008 have a properly aligned file system?

You simply launch msinfo32.exe, like this:

@ svstem mformation -iaix]
File Edt Yiew Tools Help
System Summary Item I Value -
[+ Hardware Resources 0S Name Microsoft(R) Windows(R) Server 2003, Enterp
- Components Version 5.2.3790 Service Pack 2 Buid 3730
- Software Environment Other 0OS Description Not Available
¢ . 0S Manufacturer Microsoft Corporation
Il choiiet Seiing System Name TEST-4AF3875FB2
System Manufacturer Microsoft Corporation
System Model Virtual Machine
System Type X86-based PC
Processor %86 Family 6 Model 15 Stepping 10 Genuinelr
BIOS Version/Date American Megatrends Inc. 090006, 5/23/201
SMBIOS Version 23
Windows Directory CAWINDOWS
System Directory CAWINDOWS\system32
Boot Device \Device\HarddiskVolume1 B
Locale United States
Hardware Abstraction Layer  Version = "'5.2.3790.3953 (srv03_sp2_rtm.07(
User Name TEST-44F9875FB2\Administrator
Time Zone Pacific Standard Time
Total Physical Meors 511.45 MB _':.I
4 r »
Find what: [ [ fd | CoseFind |
|~ Search selected categoryonly [ Search category names only

You then expand Components, then Storage, and click Disks. Write down the Partition
Starting Offset; you will need this value in the next step:

=
File Edt View Tools Help
System Summary Al | Item l Value _‘_I
[#- Hardware Resources Model Virtual HD
= Components Bytes/Sector 512
@ Multimedia Media Loaded Yes '
CD-ROM Media Type Fixed hard disk
5 Partitions 1
Sound Device 5CS| Bus 0
Display SCS! Logical Unit 0
Infrared SCSI Port 0
#- Input SCSI Target ID 0
i ggdus/T o 8300 GB (4.293,596,160 bytes)
# Network ize 4. ,596,1 tes
{; P wv:O ! Total Cylinders 522
St Total Sectors 8,385,930
& Storage Total Tracks 133,110
Drives Tracks/Cylinder 255
Disks = | Partition Disk #0, Partition #0
SCsl Partition Size 3.99 GB (4,285,338,624 bytes)
IDE 32,256 —~
Printi
Du.l»:.\?a Dmsimmn ﬂ $ I l —'I_
Find what: [ [Fd ] ClseFind |
I~ Search selected categoryonly [~ Search category names only
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Now open a calculator and divide 32,256 by 4,096. The result is 7.875. Because this value is
not even, you know that this virtual machine has a misaligned file system. When the result is an
even number, your partition is properly aligned.

If you want to retrieve the information for more virtual machines, you can use Windows
PowerShell to query the information via WMI. This command will also calculate to determine if
the partition is aligned:

gwmi -class win32 diskpartition -Computername VM | select name,startingoffset,

@{label="Aligned";express={if ($_.startingoffset%4096 -eq 0) {Strue} else {Sfalse}}}

Administrator: Windows PowerShell [= =

mistrator.CONTOSO> gwm -cla
ress={1f($_.startingoffset%s

Partition 20
, Partition 21

PS C:\Users\administrator.CONTOSO> _

So how can you correct this issue? The sad answer is that there is no easy fix. The only way
to get rid of the file system misalignment is to create a backup inside the virtual machine. Cre-
ate a new VHD with the correct alignment, and restore your backup.

To create a virtual hard disk with the correct alignment, follow these steps:

1. Boot a virtual machine with a Windows PE or use your Windows Installation DVD.
2. Launch Diskpart.exe.

3. Select Disk.

4. Create Partition Primary align=32.

Keep in mind when you do a physical-to-virtual (P2V) conversion of a machine running an
operating system prior to Windows Vista/Windows Server 2008, the partition does not get
properly aligned. So instead of doing a P2V of a machine running an old operating system,
you should plan to migrate your applications to a newer version of Windows.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here is an additional resource concerning this topic:

e Advanced format (4 KB) disk compatibility update at:
http://msdn.microsoft.com/en-us/library/windows/desktop/hh848035(v=vs.85).aspx
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Virtual disk fragmentation

Fragmentation can cause performance problems on both physical and virtual hard disks. Trou-
bleshooting fragmentation on virtual hard disks can be difficult sometimes. Carlos Mayol Ber-
ral demonstrates this with an example.

Large file size records, dynamic disks, differencing
disks, and problems managing highly fragmented files

Dynamic and differencing VHDs both use an NTFS file system feature called sparse files.

What is a sparse file?

Sparse files provide a method of saving disk space for files that contain meaningful data, as
well as large sections of data composed of zeros. If an NTFS file is marked as sparse, NTFS allo-
cates disk clusters only for the data explicitly specified by the application.

MORE INFO You can read more about how NTFS works at
http://technet.microsoft.com/en-us/library/cc781134(v=ws.10).aspx.

What is the MFT?

When you format a volume with NTFS, Windows creates a master file table (MFT) and metada-
ta files on the partition. The MFT is a relational database that consists of rows of file records
and columns of file attributes. It contains at least one entry for every file on an NTFS volume,
including the MFT itself. In other words, the MFT stores the information required to retrieve
files from the NTFS partition.

Why should | care?

NTFS creates a file record for each file and a folder record for each folder created on an NTFS
volume. The MFT includes a separate file record for the MFT itself. These file and folder records
are 1 KB each and are stored in the MFT.

When a file is very fragmented, NTFS uses more space to save the description of the alloca-
tions that is associated with the fragments. The allocation information is stored in one or more
file records.
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When there is no more space for storing attributes in the file record segment, additional file
record segments are allocated and inserted in the first (or base) file record segment in an at-
tribute called the attribute list. The number of ATTRIBUTE_LIST_ENTRY structures that the file
can have is limited.

MORE INFO You can read more about MFT at http://msdn.microsoft.com/en-
us/library/bb470206(v=vs.85).aspx.

By default, the size of file record segment (FRS) is 1 KB and is represented as Bytes Per File-
Record Segment in the last line of the output of the fsutil.exe command-line tool as shown
here:

C:\>fsutil fsinfo ntfsinfo c:

NTFS Version : 3.1
LFS Version : 2.0
Bytes Per Cluster : 4096
Bytes Per FileRecord Segment : 1024

In some situations you can have problems with highly fragmented VHDs and might see er-
rors like this:
"The requested operation could not be completed due to a file system limitation"
0xC0000427
STATUS FILE SYSTEM LIMITATION

For Windows Server 2008 R2, you can read a Knowledge Base article about this issue at
http://support.microsoft.com/kb/967351. The article explains the cause and introduces a new
functionality for the format.exe command.

On Windows Server 2012 this new functionality is included by default, and you can now use
format.exe to increase the size of file size records, a capability called Large File Size Records.
The only way to do this is by formatting the volume using format.exe /L, which the Help file
explains like this:

/L NTFS Only: Use large size file records.

By default, the volume will be formatted with small size file records.

No other tools such as Disk Manager or diskpart.exe have the ability to do this.
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When you use this parameter to format a volume, you can see the result using fsutil:

fsutil fsinfo ntfsinfo v:

NTFS Version : 3.1
LFS Version : 2.0
Bytes Per Cluster : 4096
Bytes Per FileRecord Segment : 4096

You should consider doing this if you plan to have a very high number of files on the same
volume and are using the previously mentioned virtual hard disk format types, which increase
the probability to have very large fragmented files.

—=Carlos Mayol Berral, Premier Field Engineer
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Migrating VHD to VHDX

The new VHDX virtual hard disk format was introduced in Windows Server 2012 to accommo-
date the growing storage needs of enterprises that use virtual environments. VHDX has nu-
merous benefits over the older VHD format including greater storage capacity and enhanced
data protection. In this section Carlos Mayol Berral goes into more detail concerning some of
these benefits and how to optimize the conversion of VHD to VHDX using the new block and
sector sizes.

I migrated my virtual machines. Now what?

Normally with a Hyper-V migration one is occupied with issues like migrating the virtual ma-
chines, the configuration, and the network and storage fabrics. But you also need to be aware
of the new VHDX functionalities and what they can offer your environment. Your final migra-
tion step should then be to migrate your VHD to VHDX files.

I would say that the key benefits of VHDX are in resiliency and performance, namely:
e VHDX provides a form of transactionality for metadata updates.
e VHDX has better performance than VHD.

e VHDX lets you tune your virtual hard disk files to match the physical disks in your
storage fabric by providing additional options for block and sector size.

e VHDX includes embedded protection against data corruption by logging updates
to the VHDX metadata structures, which can help prevent corruption due to power
failures.

In general, Microsoft has always said that fixed virtual disks provide better performance
than dynamically expanding virtual disks for virtual machines running on Hyper-V hosts. This is
still valid, but one of the greatest challenges in our industry is to contain storage growth. On
this issue, Microsoft has improved VHDX files so they are better aligned with the underlying
physical storage, and this is the reason why we can now say that you can use dynamic disks in
production environments and expect the same or even better performance compared with
fixed disks.
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Comparing VHDX and VHD performance

The following two charts show some of the performance improvements provided by the new
VHDX format. The first chart shows that VHDX provides about 10 percent improvement in
random write performance over VHD when using dynamic disks:

VHDX Performance - 32 KB Random Writes
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The second chart shows that VHDX has an even greater 25 percent improvement for se-
quential write performance over VHD when using dynamic disks:

VHDX Performance - 1 MB Sequential Writes
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Migrating from VHD to VHDX

Migrating VHD files to the new VHDX format can be accomplished using either the Hyper-V
console or with Windows PowerShell. Using the GUI interface you can use the option of creat-
ing a new disk and select the Create-from-Source option.

Using Windows PowerShell, you can use this cdlet:
Convert-VHD:
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The Convert-VHD cmdlet converts a virtual hard disk file by copying the data from a source
virtual hard disk file to a new virtual hard disk file of a specified format and version type. Con-
version is an offline operation; the virtual hard disk must not be attached when the operation
is started. Example:

Convert-VHD -Path c:\test\testvhd.vhd -DestinationPath c:\test\testvhdx.vhdx

Optimizing block and cluster sector sizes

Another improvement is that VHDX formats can now support new block and cluster sector
sizes. Block sizes can be determined during the conversion of the old VHD as well as during
creation of a new VHDX dynamic disk. The parameter —BlockSizeBytes determines this value.
This value can be 1 MB, 2 MB, 4 MB, 8 MB, 16 MB, 32 MB, 64 MB, 128 MB, or 256 MB.

It is optimal to match the block size to the allocation patterns of the workload using the

disk. The default block size for dynamic disk was increased from 2 MB on VHD format to 32
MB on VHDX format.

To determine what block size you have for a specific VHDX file, you can use Windows
PowerShell like this:
Get-VHD -Path c:\test\testvhdx.vhdx

VhdFormat : VHDX
VhdType : Dynamic
FileSize : 4194304
Size : 1073741824
LogicalSectorSize : 512
PhysicalSectorSize : 4096
BlockSize : 33554432

FragmentationPercentage : 0

Alignment HE

The other important aspect is the disk sector size, and in the hardware world we have:

e Logical Sector The unit that is used for logical block addressing for the media. You
can think of this as the smallest unit of write that the storage device can accept. This
is the "emulation."

e  Physical Sector The unit for which read and write operations to the device are
completed in a single operation. This is the unit of atomic write.

Nowadays the hard disk industry standard is moving to 4-KB sector hard drives, and Win-

dows 2012 and Windows 8 are the first Microsoft operating systems that support 4-KB native
disks. For more information, see http://support.microsoft.com/kb/2510009.

If you are using 4-KB sector hard drives with an earlier version of Windows, you need to use
Advance Format or 512e to use it. This will lead to a bad situation, however, because it means
a process called Read-Modify-Write will be used which causes poor performance for virtual
hard disks.
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Windows Server 2012 mitigates some of the performance impact of using 512e disks on the
VHD stack by preparing the previously mentioned structures for alignment to 4-KB boundaries
in the VHD format. This alignment is another good reason to migrate your old VHD virtual
disks to VHDX.

You can use the fsutil tool to determine whether your hard drive is the 512e or 4-KB native
type.

C:\windows\system32>fsutil fsinfo ntfsinfo f:

NTFS Version : 3.1
LFS Version : 2.0
Bytes Per Sector : 512
Bytes Per Physical Sector : 512
Bytes Per Cluster : 4096

For VHDX file creation, these values are represented as LogicalSectorSize and PhysicalSec-
torSize. By default, VHDs are exposed with a LogicalSectorSize of 512 bytes for application
compatibility.

Note also that the default sector size of a VHDX is 4 KB. When installing Windows Server
2008 R2, you need to install a hotfix or convert the VHDX to 512-byte sector size.

In this section | have described only a few of the benefits of the new VHDX format. | hope
you do not avoid the migration of your virtual hard disk files for your next migration project.

—Carlos Mayol Berral, Premier Field Engineer

Additional resources

Here are a few additional resources concerning this topic:

e  Hyper-V Virtual Hard Disk Format Overview (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh831446.aspx

e  Convert-VHD (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh848454.aspx

e  An update that improves the compatibility of Windows 7 and Windows Server 2008
R2 with Advanced Format Disks is available (Microsoft Support) at:
http://support.microsoft.com/kb/982018

e  Performance Tuning Guidelines for Windows Server 2012 (MSDN) at:
http://msdn.microsoft.com/en-us/library/windows/hardware/jj248719.aspx
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Monitoring storage
performance

To truly know whether you've managed to optimize Hyper-V hosts and the virtual machines
running on them, you need to compare their performance before and after the configuration
changes you've made to them. The in-box tool for doing this on the Windows Server platform
is Performance Monitor. Thomas Roettinger quickly reviews how to use this tool and summa-
rizes some key performance counters that you might want to consider monitoring.

Using Performance Monitor

The Windows operating system offers performance counters for nearly all different compo-
nents. You can gather performance data from these counters by using WMI or Performance
Monitor. In this section | will show you how to use Performance Monitor to capture perfor-
mance data for all important storage components and also present thresholds that will help
you to understand if there is a potential problem.

To start Performance Monitor, simply type perfmon in the modern Ul:

3 Performance Monitor [= = |
S fle Action View Window Help -le
L 7]

N Performance

Overview of Performance Mondor

(&) You can use Peormance Morstor to view pesformance data ether in resl time or from a log file, Create Data Colector Sets to
{ configure and schedule perfermance countes, event trace, and configuration data collection 5o that you can anslyze the results
and view reports.

To begin, expand Menitoring Tools and chick Peformance Monitor, of expand Data Collector Sets or Reports.

The new Resource Monitor lets you view detailed real-time information about hardware resources (CPU, disk, network, and
memory) and system resources (including handies and modules) in use by the operating system, senvices, and runming
apphcations. In addition, you can use Resource Monitor to stop processes, start and stop services, analyze process deadiocks, view
thread wait chains, and identy processes locking files

System Sumenary

BASTORAGE
Memory

% Committed Bytes In Use
Available MBytes
Cache Faults/sec

Network Intertace e ] Isatap.(4F9B94IC-3STCAFTA-AFDB-42590DTL

Leam More
o Using Performance Mondtor

» Working with Perdormance Monitor Reports

© Schedule snd Manage Oata
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When you click Performance Monitor, you see a real-time view of your system. However,
the real-time view does not provide enough data to determine if there is a potential problem.
You need to capture performance data over a longer period of time. Microsoft recommends at
least 24 hours or even more so that you capture a whole business day or a business week. For
example, in an environment that is only used in one given time zone you expect to see load
picking up in the morning and going down in the evening. If you host a shared environment
for multiple tenants it's even more important to capture data over a longer period of time

because usually you have no detailed information about the usage of the virtual machines that
belong to the tenants.

For capturing performance data over a longer period of time you need to set up a data col-
lector set. To do so, expand Data Collector Sets, click User Defined, and right-click in the pane
on the right to create a new data collector set:

5 Performance Monitor

&) Fle Action Yiew Window Help
" TIE g | E m|d
i Pedormance

Hame Status
@ ey Tools

rmance Monitor There are no items
# [ Data Collector Sets
&, User Defined
& Systern
Event Trace Sessions
Startup Evet Trace Sex
@ Feports

Specify a name for your data collector set and select Create Manually:

(8) Create new Data Collector Set.
How would you like to create this new data collector set?

Name:

Storage

"::Z' Create from a template (Recommended)
How do | work with templates?

te manually (Advanced}
How do | choose data collectors manually?

Finish Cancel
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Next, indicate that you want to include performance counters in that collector set by select-
ing Performance Counter under Create Data Logs:

(€) ) Create new Data Collector Set.

What type of data do you want to include?

(®) Create data logs

I:‘ Event trace data

D System configuration information

-:::Z- Performance Counter Alert

Finish Cancel

Next, select the appropriate performance counters for storage. Walking through the follow-
ing examples will help you understand the performance counters so that you can later use
them in a data collector set. But first, you should know how to start and stop a data collector
set and how to load and analyze data. Notice the green arrow and the stop symbol in the fol-
lowing screenshot:

o Performance Monitor

5 Bl  Action Vew Window |Help

e A XDd= Bm/|bemE

M Pedormance HName Status

+ [ daonikario Tool S Soese __ Stapped |
3

B Pefarmance Monitor
& [ Data Collector Sets
@ J User Defined
¥ Storage
& Systern

Event Trace Sessions

Startup Evert Trace Sex
[ Reports

You could also use options in the data collector set properties to schedule the data collec-
tor set to run automatically.

To load a data collector set, go to Performance Monitor and right-click the data collector
set to open its Properties, and then click the Source tab. There you can specify to load cap-
tured data from a log file.
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When the file is loaded you also have the option to limit the data that is shown to a specific
time window:

General Source |D’ata I Graph I .ﬂppearaneel
Data source
() Current activity

(®) Log files:

System DSM:

Lo set:

Total range

Wiew range

OK | Cancel |

After the file is loaded you can add the counters you captured by clicking the green plus
sign control and start investigating your problem.

To make life easier, there is a tool called Performance Analysis of Logs (PAL) available at
http://pal.codeplex.com. This tool contains a template with counters and thresholds for various
Microsoft Windows Roles, as well as Exchange, SQL, and many others.

mmmlwmwwmmmmm
Choose a threshold fle that s approprate for the compter on which the log was
threshold

captured. ¥ an approprste file dossn) exiet, then choose System Overview
luwmw’du then choose “Al Thresholds™ or analyze the log
fes. Optionslly. the expont bution can be used 1o create &
wumnw»uudnmm 10 the Bveshold fle
Treesholdfiatte | Mcrosch Windows Server 2012 HyperV v
Expot to Pedmon template fie. Ede..
Theeshold fie name:  HyperV30.xml
Theeshold fie Genersl cperatng system pedomance analyss for
Sescrcton wms-wmzmmv Use ths
for 8 general analysis of the cperating system
pedomance courten

Cortert ownerfs) Thomas Roetinger $horoet @microsclt com)

Inherted by the | SystemOverveew xmi |
threshoid e b ‘ gy fhd
én  Remove
| Quick SystemOverview xeml ‘
VM Ware sl
Previcus Next
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After exporting a template from PAL you can import it to a data collector set. The log file
that you then get from the data collector set created from your performance data then needs
to be imported into PAL. PAL then analyzes the log file and creates an HTML report with all
the findings. Give it a try!

Storage performance counters

The sections below summarize some key performance counters you can track for monitoring
the following storage system components:

e Hard disks
e SMB Client
e  SMB Server

Hard disk counters
To measure the storage subsystem of either local or SAN-attached disks, use these perfor-
mance counters:
e LogicalDisk AVG. Disk sec/Read This counter is the average time in seconds of a
read of data to the disk. Thresholds are greater than 0.015 (15 ms) and greater than
0.025 (25 ms). Spikes above 25 ms are normal.

¢ LogicalDisk AVG. Disk sec/Write This counter is the average time in seconds of a
write of data to the disk. Thresholds are greater than 0.015 (15 ms) and greater than
0.025 (25 ms). Spikes above 25 ms are normal.

e LogicalDisk Disk Transfers/sec This counter measures the /O of your disk.
Thresholds depend on disk type, e.g., 7,200 rpm SATA can do about 75 to 100 IOPS
and 15,000 rpm SAS can do about 175 to 200 IOPS.

¢ LogicalDisk Disk Read Bytes/sec This counter measures how much data was read
to the disk in bytes per second. Values depend on the type of disk subsystem.

e LogicalDisk Disk Write Bytes/sec This counter measures how much data was writ-
ten to the disk in bytes per second. Values depend on the type of disk subsystem.

e Hyper-V Virtual Storage Device Error Count This counter represents the total
number of errors. This should be 0.

e Hyper-V Virtual Storage Device Write Bytes/sec This counter measures how
much data was written to a virtual device. Performance depends on the physical disk
system.

e Hyper-V Virtual Storage Device Read Bytes/sec This counter measures how
much data was read from a virtual device. Performance depends on the physical disk
system.
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SMB Client counters

To measure SMB Client performance, use these counters:

SMB Client Share Read Bytes/sec This counter measures how much data was read
from a share. Performance depends on various components (disk, network, adapter,
RSS).

SMB Client Share Write Bytes/sec This counter measures how much data was
written to a share. Performance depends on various components (disk, network,
adapter, RSS).

SMB Client Share Current Data Queue Length This counter measures the current
queue depth.

SMB Server counters
To measure SMB Server performance, use these counters:

SMB Server Share Read Bytes/sec This counter measures how much data was
read from a share. Performance depends on various components (disk, network,
adapter, RSS). The value should match what you got from the client.

SMB Server Share Write Bytes/sec This counter measures how much data was
written to a share. Performance depends on various components (disk, network,
adapter, RSS). The value should match what you got from the client.

SMB Server Share Current Data Queue Length This counter measures the current
queue depth.

SMB Server Sessions This counter measures information related to a specific
session.

SMB Direct Counters This counter measures information related to monitoring
SMB Direct connections. You should measure SMB when it is transported over RDMA.

RDMA Activity This counter measures information related to RDMA, including er-
rors, connections, and performance.

Example: Troubleshooting a storage problem using
Performance Monitor

Patricia is an administrator who is notified that several departments are reporting poor per-
formance of their services. She logs on to the Hyper-V host that she knows is running virtual
machines from the departments in question and opens Performance Monitor.
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She adds the counter for the physical disk first to determine if there is a storage-related
problem:

Add Counters n

Available counters Added counters
S e =R =R Counter Parent Insta... Computer

<Local computer> - ‘ Browse... LogicalDisk ~
ANg. Disk sec/Read Py Avg. Disk Queue Len... - D:
Avg. Disk sec/Transfer Avg. Disk sec/Read - D:
Avg. Disk sec/Write Avg. Disk sec/Write - D:
Avg. Disk Vrite Queue Length Disk Read Bytes/sec D:
Current Disk Queue Length Disk Write Bytesfsec ~ --- D:
Disk Bytes/sec
Disk Read Bytes/sec
Disk Reads/sec
Disk Transfers/sec
Disk Write Bytes/sec v

Instances of selected object:

_Total
<All instances>
C:

Harddiskvolume1

v ‘ Search

|:| Show description ‘

She uses Performance Monitor to monitor the Disk Read Bytes/sec counter for drive D:

® Performance Monitor - oIEl|
(S File Action View Window Help - el x
o2 Ew Bm
® performance EEENE Y ELYE)
4 [m Monitoring Tools
- eMor|| 100
 Data Collector Sets
@ Reports
80
60
40
20
AL Nar A/ Al ha
5:49:12 PM 5:49:45 PM 5:48:35 PM 5:49:11 PM
Last 37,781,818 Average 27,525,342 Minimum 0.000 Maximum 47,946,669
Duration 1:40
Show VColor VScaIe Counter | Instance | Parent Object Computer
v 10000 Avg. Disksec/Read  D: - LogicalDisk \\THOROET-WS2
[,Z ——— 1000.0 Avg. Disk sec/Write  D: == LogicalDisk \\THOROET-WS2 |
v
v 00001 Disk Write Bytes/sec D: LogicalDisk \\THOROET-WSZ‘
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She also examines the Avg.

Disk sec/Read counter for drive D:

o Performance Monitor _olEN
() file Action View Window Help e x
® performance Mravy | $XZ2l ooz NME
4 @ Monitoring Tools
= Per Mori| 100
3 Data Collector Sets
@ Reports
80
60
) \
20 \WNM M\M—f\
A/J\/V /\
5',4;12 PM 5:49:45 PM 5:50:15 PM 5:49:11 PM
Last 0.022 Average 0.019 Minimum 0.000 Maximum 0.046
Duration 1:40
Show Color Scale Counter Instance  Parent Object Computer |
| Avg. Disk sec/Read - LogicalDisk \\THOROET-WS2
v ——— 10000 Avg. Disk sec/Write  D: = LogicalDisk \\THOROET-WS2
v 0.0001 Disk Read Bytes/sec  D: — LogicalDisk \\THOROET-WS2
% 5 2 0.0001 Disk Write Bytes/sec  D: - LogicalDisk \\THOROET-WS2 |

Patricia notices that drive D has an average response time over 0.025 ms. This information
indicates that there is a disk problem. She now wants to determine if a specific virtual machine

is causing the disk load. So she deletes the previously added counters and adds the counter for
virtual hard disks:

Add Counters
Available counters
Select counters from computer:
<Local computer>

Added counters

Counter Parent Insta... Computer

Hyper-V Virtual Storage Device
Read Bytes/sec
Write Bytes/sec

o cuuT
‘ Flush Count
Normalized Throughput
Queue Length
Quota Replenishment Rate
Read Bytes/sec
| Read Count
Read Operations/Sec
Write Bytes/sec
Write Count

Instances of selected object:

f<Allinstances> N
C:-MasterVHDX-ssd.vhdx
D:-VMs-DCO1-dc01_48D08118-730E-4FC1-99FD-B485FEFD
D:-VMs-SQL-sql.vhdx

D:-VMs-Storage Server-Virtual Hard Disks-pool1.vhdx
D:-VMs-Storage Server-Virtual Hard Disks-pool2.vhdx

<

v
Faacans oo BLitat Nk e e asminc

)

Search

Add >>

Remove <

[ Show description

OK Cancel
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She examines Read Bytes/sec for each of the two virtual hard disks:

(@ File Action View Window Help

s 2@ Ew @m

® performance Era-ex@sonanve
4 ['m Monitoring Tools
= Mor| 100 "
+ T Data Collector Sets l ‘ v ‘ ‘\ ﬂ
o Mt “
Ol W |
o I W
{ |
. \ \\ I 1
A 111 RIRIN '
5:54:52 PM 5:55:25 PM 5:54:15 PM 55451 PM
Last| 21,306203 Average| 32716810 Minimum | 15,596,327 Maximum | 231938913
Duration| 140

Show Color Scale Counter Instance Paren A

v ——— 10  Read Bytes/sec D:-VMs-Storage Server-Virtual Hard Disks-poolT.vh... —

v 10 Read Bytes/sec C:-MasterVHDX-ssd.vhdx -

2 10 Read Bytes/sec D:-VMs-Storage Server-Virtual Hard Disks-Storage .. ---

W ——— 10  ReadBytes/sec D:-VMs-DCO1-dc01_48D08118-730E-4FC1-99FD-B4... -

v 10 Read Bytes/sec D:-VMs-SQL-sql.vhdx = w
< > < I— >
® 7£ilf¥%:m View Window Help BOE
e 2 Dw Hm
® performance FEre-exXPloooanse
+ '@ Monitoring Tools
- =2 Mor|| 100 = o1l i T
Al |l | ] ]

| j\‘ | It [ i

o Il i ’ |

40 “‘ l | H| |/ I

0 11 I

AR A
55452 PM 55525 PM 55555 PM 55451 PM
Last| 19763758 Average 43,543459 Minimum | 16,097,187 Maximum | 251,468,607
Duration 1:40

Show Color Scale  Counter Instance Paren A

v 10 Read Bytes/sec D:-VMs- Server-Virtual Hard Disks-pool2vh.. --- I

2 7o st:mum vaswr;‘;&:v;;immmnm—swm_ =

W 10  ReadBytes/sec D:-VMs-DCO1-dc01_48D08118-730E-4FC1-99FD-B4... -

v 10 Read Bytes/sec D:-VMs-SQL-sql.vhdx - ¥
< > < I >
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She discovers that two virtual hard disks have values for read bytes per seconds that are
nearly matching the physical disk read bytes per second of the physical drive D. Patricia is able
to identify the virtual hard disks that are causing the issue, and she knows the virtual machine
to which these disks belong.

She can now continue troubleshooting the guest operating system or live migrate the vir-
tual hard disks to another physical disk without interrupting the service.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here are a few additional resources concerning this topic:

e  Windows Performance Monitor (TechNet Library)at:
http://technet.microsoft.com/en-us/library/cc749249.aspx

e  Performance Tuning Guidelines for Windows Server 2012 at:
http://msdn.microsoft.com/en-us/library/windows/hardware/jj248719.aspx
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Cluster Shared Volumes

Cluster shared volumes (CSV) is a feature of Failover Clustering that simplifies the configura-
tion and management of clustered virtual machines running on Hyper-V hosts. CSV works by
allowing multiple clustered virtual machines to use the same logical unit number (LUN) or disk
while still being able to fail over independently of one another.

Windows Server 2012 delivers new capabilities for CSV including:
e CSV support for a scale or file server
e Improved Backup/Restore
e Multi-IP Subnet support
e Support for BitLocker encryption
e Direct I/O for more scenarios
e  Block Level I/O redirection
e Support for memory mapped files

Using CSV with clustered virtual machines running on Hyper-V hosts is a big topic, so this
section deals with it in two ways. First we have Thomas Roettinger who walks us through sev-
eral different CSV troubleshooting scenarios. Then we have Subhasish Bhattacharya who ex-
plains the CSV data flow and how to optimize the CSV block-level cache that is new in
Windows Server 2012.

CSV Redirected Access mode

Cluster shared volumes (CSV) were introduced with Windows Server 2008 R2 and have been
enhanced in Windows Server 2012. CSV allows each node that is part of the same Windows
failover cluster to access the same disk (LUN) at the same time. CSV allows virtual machines to
fail over independently.

Without CSV, a disk (LUN) can be accessed by only one cluster node. CSV is a distributed
file system that provides a scalable fault tolerant solution while using the NTFS file system.

The following are requirements for using CSV in a cluster:
e Dirive letter for the system disk must be equal on all nodes.
e NLTM authentication must be enabled on all nodes.
e  All nodes must use the same IP subnet (Windows Server 2008 R2 only).

e  Multi-site clusters require stretched VLANs (Windows Server 2008 R2 only).
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CSV is implemented through a mini filter driver that differentiates between redirected /O
and direct 1/0. This is very important because even with CSV enabled there is still one node in
a cluster that owns the LUN. This node is called the coordinator node. Redirected 1/0 will be
send to the coordinator node over the network, and the coordinator node will send it to the
disk via FC, ISCSI, or SAS using the direct storage link.

CSV offers fault tolerance even when a node does lose the direct storage link to a disk
(LUN). In such a case, direct /O is also redirected over the network to the coordinator node.
The cluster service assigns each network a metric. The network with the lowest metric will be
used for redirected I/O. A cluster node that has lost its direct storage link marks the CSV to be
in redirected access.

There are basically four reasons why a CSV might be in redirected access mode.

e  The administrator enabled redirected access on purpose (maintenance).
e  The direct storage link was lost.
e Anincompatible filter driver was installed on a node.

e A backup of a CSV volume is in progress or failed.

Example: Network for redirected 1/0

Patricia is an administrator who needs to replace an ISCSI fabric switch. This change will impact
one of her Hyper-V cluster nodes (2012N2).

She puts the CSV disk in maintenance mode. The following Event ID is written to the system
log.
Event ID 5136
Cluster Shared Volume 'Volumel' (Cluster Disk 2) redirected access was turned on. Access
to the storage device will be redirected over network from all cluster nodes that are
accessing this volume. This may result in degraded performance. Turn off redirected

access for this volume resume normal operations.

She also transfers the CSV disk ownership to the other node (2012N1):

Get-ClusterSharedvVolume

Move-ClusterSharedVolume -name "cluster disk 2" -node 2012N1

X} i Windows

L= (o
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While Hyper-V cluster node 2012N2 is without a direct storage link, Patricia checks which
network is used for redirected 1/0. She discovers that only one network was being used. Be-
cause of the new SMB Multichannel feature in Windows Server 2012, she had expected that
two networks would have been used:

Task Manager [ ===

File Options View
Processes | Performance | Users I Details ‘ Services
f 1
O cpPy [ .
45% 1.60 GHz Ethernet  microsoft Hyper-V Network Adapter
© Memory :
466/512 MB (91%)

O Ethernet
S: 0Kbps R: 0 Kbps

O Ethernet
S: 0 Kbps R: 0Kbps

D Ethernet
5: 0 Kbps R: 0 Kbps

O Ethernet
S: 13.0 Mbps R: 3.3 Mbps

csv

Ethernet

192.168.6.2
fe80:f192:6eca:c571:b880%12

£13.0 Mbps ©
3.3 Mbps

(@) Fewer details | (8 Open Resource Monitor

Next Patricia checks the cluster network metrics:

Get-clusternetwork | ft name,metric,autometric

She discovers that AutoMetric is turned off for the network called CSV and also that the
lowest metric is assigned to it.

Now, for a Windows Server 2008 R2 cluster, this would be the perfect setting. The cluster is
using the network that was implemented for redirect 1/0. However, in Windows Server 2012,

the algorithm for assigning metrics was adjusted to make use of the new SMB 3.0 Multichannel
feature.
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Patricia turns on AutoMetric for the CSV network and lists the assigned metrics again:
(get-clusternetwork "CSV").AutoMetric=$true

) Administrator: Windows PowerShell [= o =

C:
f

‘\adeimistrator.

Immediately the cluster is using two networks via SMB Multichannel and as a result the per-
formance of the virtual machines increases while the CSV disk (LUN) is still in redirected access:

Task Manager lLli-

File Options View

Processes | Performance | Users | Details | Services

P
;’)zu‘vé.j GHz Ethernet Microsoft Hyper-V Network Adapter #2

Memory
229/512 MB (84%)

Ethernet
0Kbps 7 0 Kbps

Ethernet
0Kbps 7 0Kbps

Ethernet
S: 704 Kbps R: 512 Kbps

Ethernet

84 Mbps R: 3.1 Mbps

LiveMigration

704 KbpS e t Ethernet

192.168.5.2
1e80:450f42a1:acdT:adc1%13

512 Kbps

A) Fewer detsils | (8) Open Re

Example: Lost direct storage link
After Patricia has replaced an ISCSI fabric switch, and everything is working as expected. But
one hour later, she is notified that redirected access is turned on again.

Patricia opens Event Viewer and discovers the following event:
Event ID 5121
Cluster Shared Volume 'Volumel' (Cluster Disk 2)' is no longer directly accessible from
this cluster node. I/0 access will be redirected to the storage device over the network
to the node that owns the volume. If this results in degraded performance please
troubleshoot this node's connectivity to the storage device and I/0 will resume to a

healthy state once connectivity to the storage device is reestablished.

She also discovers the following event entry:
Event ID 20

Connection to the target was lost. The initiator will attempt to retry the connection.

This allows her to understand that the ISCSI link is broken.
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Patricia verifies the TCP/IP connection to the ISCSI Target:
Ping 192.168.11.1

o} Administrator: Command Prompt

11.1:
ved = B, Lost 4 <188x loss),

C:slserssadninistrator .CONTOSO02

There is no response from the ISCSI Target and the error message from the ping command
suggests that the ISCSI Network Adapter is disconnected:

Y Network Connections
? | # « Network and internet » Network Connections » v

E

Organize v  Disable this network device  Diagnose this connection  Rename this connection »

.:_ csv [_ ISCSI
. t twork x\ I

L, Mar?agemem [. LliveMigration

Example: Failed backup

When a backup software does create a backup of a Hyper-V host that stores virtual machines
on a CSV disk (LUN) it needs to put the CSV disk (LUN) in redirected access. Depending on
what kind of snapshot provider is used, software or hardware it will influence the time the CSV
disk (LUN) is in redirected access. When the software snapshot provider is used, the CSV disk
(LUN) is in redirected access for the entire time it takes to complete a backup.

If a hardware snapshot provider is installed, the CSV disk (LUN) is only in redirected access
as long as it takes to create a VSS snapshot. This behavior was slightly changed in Windows
Server 2012 so that the CSV disk (LUN) is in redirected access only for the time it takes to cre-
ate the VSS snapshot even with the software snapshot provider.

When the backup completes, the backup application must inform the cluster to bring the
CSV disk (LUN) out of redirected access.

The administrator Patricia discovers that one of her CSV disks (LUN) is in redirected access
and shows "Online (Backup in progress)."

She first opens the backup software to determine if there really is a backup job running, but
there is no active job.
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Patricia tries to bring the CSV disk (LUN) out from redirected access by simulating a failover
of the CSV disk (LUN).

Test-ClusterResourceFailure "Cluster Disk 2"

ey Administrator: Windows PowerShell

v 3
opyright (C) 2012 Microsoft Corporation. All rights reserved.

PS C:\Users\administrator.CONTOSO> Test-ClusterResourceFailure "Cluster Disk 2"

Tuster Disk 2 Online 2012N2

PS C:\Users\administrator.CONTOSO> _

Simulating a failover of the CSV disk (LUN) does not solve the problem. If that had worked
Patricia would need to inform the vendor of the backup software that they do not clear the
state of the CSV by using the cluster API.

Patricia’s next step is to determine if there is an existing VSS software snapshot for the CSV
disk (LUN) and delete it. This would indicate that the backup job failed after the snapshot was
created.

For Windows Server 2012, Patricia uses Diskshadow.exe and run these two commands:

List shadows all
Delete shadows all

o] Administrator: Command Prompt - diskshadow

[DISKSHADOW?> list shadows all

Querying all shadow copi on the computer ..

]
Shadow copy devic LOBALROOT ~
:h=45Ff a~8hB8e-24alf =B
1ine: 2812N1.contoso.com
2812N1.contoso.con

BhcfIffs
s Differentia

1
f-bf8f-4278-8d56-4ebc
17bbh}~ from pro
191...

umber of shadow copies deleted: 1

And for Windows Server 2008 R2, she uses Vssadmin.exe like this:
Vssadmin list shadows

Vssadmin delete shadows /shadowID

After deleting the VSS snapshot, the CSV disk (LUN) comes out of redirected access
immediately.
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Example: Incompatible filter driver

Cluster shared volumes are implemented through a mini filter driver. If there is an incompati-
ble filter driver such as an antivirus software filter driver, it may end up in redirected access for
a CSV disk (LUN).

Patricia discovers that one of her CSV disks (LUN) is in redirected access. After verifying that
there is no broken storage link, no backup issue, and that nobody turned on redirected access
for maintenance, she checks the event logs.

She discovers the following event entries:
Event ID 5125
Cluster Shared Volume '%1' ('%3') has identified one or more active filter drivers on
this device stack that could interfere with CSV operations. I/0 access will be
redirected to the storage device over the network through another Cluster node. This may
result in degraded performance. Please contact the filter driver vendor to verify
interoperability with Cluster Shared Volumes.
Event ID 5126
Cluster Shared Volume '%$1' ('%3') has identified one or more active volume drivers on
this device stack that could interfere with CSV operations. I/0 access will be
redirected to the storage device over the network through another Cluster node. This may
result in degraded performance. Please contact the volume driver vendor to verify

interoperability with Cluster Shared Volumes.

Patricia runs the fltmc.exe utility to check for installed filter drivers:

Fltmc.exe

(-] Administrator: Command Prompt

C:sMindowsNsystemd22f 1tme

Filter Name

i
46000

:s\Windowsssystem32>

(Note that the above screenshot is from a system running no third-party software.)

Patricia checks each filter driver with the help of the File System Minifilter Allocated Alti-
tudes spreadsheet that she downloaded from the Windows Hardware Developer Central web-
site at http://www.microsoft.com/whdc/driver/filterdrv/alloc-alt.mspx.

After she identifies the responsible filter driver and uninstalls the driver, the CSV disk (LUN)
comes out of redirected access.
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Using CSV performance counters

When using Performance Monitor to check the performance of a CSV disk (LUN) in Windows
Server 2008 R2, you need to use the PhysicalDisk counters. Specifically, use these counters:

e  Disk Read Bytes/sec

e  Disk Write Bytes/sec

e Disk Transfer/sec (1/0)
e Avg Disk sec/Read

e  Avg Disk sec/Write

In Windows Server 2012, however, you now have specific counters for cluster CSV. These
counters allow you to monitor your CSV disk (LUN) for more specific information. These coun-
ters include:

e  Cluster CSV Block Redirection
e  Cluster CSV Volume Manager
e  Cluster CSV Coordinator

e  Cluster CSV File System

e  Cluster CSV Volume Cache

For example, the Cluster CSV Coordinator counter will show, for instance, how many create
file actions happen or how much metadata is created. The Cluster CSV File System counter can
be used to look for redirected bytes, read/write bytes per sec, and queue length. The Cluster
CSV Volume Cache counter will only show values if you enabled CSV Cache. These are very
powerful in pooled VDI scenarios. For more information, see the topic by Subhasish
Bhattacharya in the next section.

The important take away for both operating systems is that using PhysicalDisk or Cluster
CSV counters gives you a view from only a single node that is accessing the CSV disk (LUN).
You therefore need to aggregate the data from all hosts accessing the same CSV disk (LUN).

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team
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Exploring Cluster Shared Volume data flow

Cluster shared volumes (CSV) is a clustered file system in Windows Server 2012. It enables all
servers in a failover cluster to access a common NTFS volume by providing a layer of abstrac-
tion above NTFS. The NTFS volume is mounted on a cluster node referred to as the coordina-
tor node.

Metadata operations

CSV, like all clustered file systems, needs a mechanism to orchestrate metadata updates. CSV
synchronization is done on the server side and therefore avoids I/O interruptions. On non-
coordinator nodes, metadata operations are sent over SMB (and therefore the network) to the
disk mounted on the coordinator node. Metadata operations are small and infrequent and
occur in scenarios such as virtual machine creation, virtual machine power on/off, and backup
(snapshot creation):

Node 1 Node 2

SMB Server
I

@Application

Metadata

- L
rooaolboo

1
| Metadatal
CsvFit — CSVFS

r N

1
MUP/RDBSS/
RDR/SMB

CSV Volume
Manager

CSV Volume
Manager

[ e

r
I
1
1
1
1
I
=

/O
Physical L
Disk |Physica| Diskl

Volume

Mounted on
Node 2
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Direct I/0O operations

For most CSV operations, when the cluster node has connectivity to the storage, /0 can be
sent directly to the storage. It therefore bypasses the NTFS volume stack:

Node 1 Node 2
ﬁ Application @ Application

re=== _——— — - - - -

1 [ I' "I

V| csves | | CSVFS |
1 1

: : o

J : [ : Direct :

1 Direct [ | /0 !

I |/O I

| | I 1 ]

1 [ 1 1

1 1 1 | CSV Volume | 1
1 1

: CSV Volume : | METEES |

1 | Manager | i Foo ol = a

1 [ I

= = =Direct |/O= 4

Physical )
Disk Physical Disk e——Direct I/O
' Direct I/O
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File System level redirection

During File System redirection, 1/0O on a cluster node is redirected at the top of the CSV Win-
dows pseudo-file system stack over SMB to the disk. This traffic is written to the disk via the
NTFS file system stack on the coordinator node. This mode of redirection occurs when the CSV
volume is manually put into redirected mode, when BitLocker drive encryption is initiated or
when an unsafe file system or volume filter is operating on CSV:

Node 1 Node 2

SMB Server
'I_]

Application Application

=D

- r_———-— 1 r=_———— b

FP== ==
1 1 I ] 1

csv .
1 1| Namespace | 1 B ectirect=d, | CSVFS | L
1 | 1 Filter I 1 g el !
1 1 1 1 1 I 1 1 |
1 1 1 1 1 1 1 1
1 I 1 I NTFS | | I | NTFS | | 1 1
1 | 1 I 1 | 1 I
1 I 1 I 1 1 1 I
1 1 1 | System | 1 1 1 1 | €SV Volume |
anager Volume
1 2 | 1 Volume ' 1 | p | Manager ||
b - a L —— a (R S o -
/O

Physical
Disk Physical Disk

Volume

Mounted on
Node 2

The Cluster CSV File System performance counters enable a deeper exploration of File Sys-
tem redirected traffic on a cluster node. This information will be helpful in planning the net-
work infrastructure between the nodes in the cluster for handling CSV traffic and remedying (if
required) any issues resulting in the 1/O redirection. Key performance counters to monitor for
the Cluster CSV File System performance object include:

e  Redirected Read Bytes

e  Redirected Read Bytes/sec

e  Redirected Reads

e Redirected Reads Avg. Queue Length
e Redirected Reads/sec

e  Redirected Write Bytes

e  Redirected Write Bytes/sec

e Redirected Writes

e Redirected Writes Avg. Queue Length

e  Redirected Writes/sec
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Block level redirection

This mode of redirection was introduced in Windows Server 2012 and results in a significant
performance improvement over File System redirected mode. In Block level redirected mode,
1/0 passes through the local proxy file system stack and is written directly to Disk.sys on the
coordinator node. As a result it avoids traversing the file system stack twice. Block level redi-
rection occurs in the event of a storage connectivity failure, when CSV is operated in an asym-
metric configuration or in Storage Space configurations such as Mirrored spaces:

Node 1 Node 2
SMB Server
()
“‘ By it Block-Level
Redirected
/0
e I R | P
1 I 1 [ ! Csv !
" 1 1 |[MUP/RDBSS/| 1 1 1
: i 1| ROR/SMB |1 1 | Namespace
. i 1 | 1 Filter 1
] 1 ainiail il ) -
| Direct I 1 1
| 110 1 1 NTFS 1
1 1 1 ! !
1 1 Block-Level i :
1| €sv volume |1 Redirected T system | !
: Manager : /o : Volume :
b= === 4 fo-so - Block-Level
Physical Redirected
Disk 1/ Physical Disk

Volume
Mounted on
Node 2

The Cluster CSV Volume Manager performance counters facilitate an examination of Block
level redirected traffic on a cluster node. Key performance counters to monitor for the Cluster
CSV Volume Manager performance object include:

Direct I/O

e Direct |0 Failure Redirection

e Direct 0 failure Redirection/sec
e |0 Read Bytes - Redirected

e |0 Read Bytes/sec

e |0 Read Bytes/sec - Redirected
e |0 Read/sec - Redirected

e 1O Reads

e |0 Reads - Redirected

e |0 Write Bytes - Redirected
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e |0 Write Bytes/sec

e |0 Write Bytes/sec - Redirected
e 1O Write/sec - Redirected

e |0 Writes

e 1O Writes - Redirected

Cluster Shared Volume Cache performance tuning

Windows Server 2012 introduces a new feature, Cluster Shared Volume (CSV) Cache, for cach-
ing CSV unbuffered 1/0 at the block level. CSV Cache allows system memory (RAM) to be allo-
cated as a read-only, write-through cache.

CSV Cache substantially improves performance for applications such as Hyper-V, which
conducts unbuffered I/O when accessing a VHD file. Given that CSV Cache caches at the block
level, it is able to cache pieces of data being accessed within a VHD file. Additionally, CSV
Cache delivers the most value in scenarios where virtual machines are used primarily for read
requests, and are less write intensive. These include scenarios such as Pooled VDI virtual ma-
chines or also for reducing virtual machine boot storms. Given that the applicability of CSV
Cache depends on the workload and the specific deployment, it is disabled by default. The
customer feedback on CSV Cache has been overwhelmingly positive, and the general recom-
mendation is to have it turned on for all applicable scenarios, including both Hyper-V Clusters
using CSV and Scale-out File Servers using CSV.

Microsoft preliminary testing has found 512 MB to deliver excellent gain at minimal cost,
and this is the recommend default value if enabled. Then based on the specific deployment
and the 1/O characteristics of the workloads in the virtual machines, the amount of memory
allocated can be tuned. For a Scale-out File Server deployment, physical memory is typically
not a contended resource; therefore it is recommended to allocate a significantly larger CSV
cache.

The optimal CSV cache size can be tuned based on monitoring the Cluster CSV Volume
Cache performance counters:

Available counters

Select counters from computer:

|cLucaI computer > V|| Browse... ‘

TIGSIET IV T IE JySIeiT T~
Cluster C5V Volume Cache ~

Cache 10 Read - Bytes

Cache 10 Read - Bytesfsec

Cache Read

Cache Read/Sec

Cache Size - Configured
Cache Size - Current
Cache State
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Also important for CSV cache tuning purposes are the following performance counters for
the Cluster CSV File System performance object:

10 Read Avg. Queue Length
10 Read Bytes

10 Read Bytes/sec

10 Read Latency

10 Read Queue Length

10 Reads

10 Reads/sec

— Subhasish Bhattacharya, Program Manager, Clustering and High Availability

Additional resources

Here are a few additional resources concerning this topic:

Use Cluster Shared Volumes in a Windows Server 2012 Failover Cluster (TechNet Li-
brary ) at:
http://technet.microsoft.com/en-us/library/jj612868.aspx

Using Cluster Shared Volumes in a Failover Cluster in Windows Server 2008 R2
(TechNet Library) at:
http://technet.microsoft.com/en-us/library/ff182346(WS.10).aspx

How to Enable CSV Cache at:
http://blogs.msdn.com/b/clustering/archive/2012/03/22/10286676.aspx
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Live Migration

Live Migration enables running virtual machines to migrate between nodes of clustered Hy-
per-V hosts with no perceived downtime. Live Migration has been enhanced in numerous ways
in Windows Server 2012, and an entire book could be written on how to design, implement,
optimize, and troubleshoot this feature in all its varied scenarios.

One topic that deserves close treatment is the subject of Constrained Delegation, which en-
ables administrators to specify the services from which a computer that is trusted for delega-
tion can request resources over a network. Certain scenarios using Live Migration require
Constrained Delegation to be configured, and in this section Manjnath Ajjampur explains
when and how you should do this to ensure optimal performance of Live Migration.

Why Constrained Delegation?

Not setting up Constrained Delegation properly could have impact on the ability to do the
following:
e Remote Management of a Hyper-V role on a server other than the one you are di-
rectly connected to
e Live Migration of a virtual machine when there is no cluster in place—a Shared Noth-
ing Live Migration
The user might get errors indicating authentication failures and messages like "general ac-
cess denied” and “no credentials are available in the security package.”
Constrained Delegation is not required if any of the following scenarios are true:
e RunAs accounts have been configured within Virtual Machine Manager, a component
of System Center 2012, the Microsoft software product used for enterprise class man-
agement and provisioning of a private cloud.

e Remote Desktop Session is established to the source machine of the Live Migration.

e  PowerShell remoting is used together with CredSSP.

NOTE Constrained Delegation is more secure than CredSSP.

This discussion will focus on the need for properly setting up Constrained Delegation in Live
Migration scenarios.

With Hyper-V in Windows Server 2012, Live Migration has been greatly enhanced. One of
the enhancements is the ability to Live Migrate a virtual machine without the need for a clus-
ter. If the virtual machine is stored on SMB 3.0 shares, it can be live migrated from one host to
another host, both of which are connected to the SMB 3.0 share.
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Some background info

The concept of delegation has been around since Windows 2000. Upon login to an Active
Directory domain, the user is issued a security token that in turn is used to access a resource.
However, this token is good only for the connection between the user’'s machine and the first
resource the user is attempting a connected to.

If the machine at the first hop wants to connect to resources on yet another machine, via a
second hop, there is no mechanism to have the machine at the first hop authenticate to the
second machine on the user's behalf. This is where the concept of delegation comes into play.

Delegation allows a service on the first machine to be delegated authentication on the se-
cond machine on the user’s behalf. Constrained Delegation takes this a step further. Starting
with Windows Server 2003, domain administrators can configure service accounts to delegate
only to specific sets of service accounts.

The Hyper-V connection
In the context of Shared Nothing Live Migration, each Hyper-V host needs to be trusted for
delegation to specific services on other Hyper-V hosts. These services are:
e CIFS This allows the SMB 3.0 protocol in Windows Server 2102 to set up, access, and
create file shares on the target hosts.

e Microsoft Virtual System Migration Service This is the service for the Live Migra-
tion of virtual machines.

With this in place, all the Live Migration targets have the right authentication privileges to
each other and to the SMB shares to perform the Live Migration.

Setting up Constrained Delegation

Constrained Delegation for Live Migration can be set up using Hyper-V Manager, as shown in
the following screenshot:

& Server

] Virtual Hard Disks

59 uve Migr

[v] Enable incoming and outgoing live migrations
Virtual Machines

: Authentication protocol
&g, physical GPUs Select how you want to authenticate live migrations.
’ g Use Credential Security Support Provider (CredSSP)
You must log on to the server to perform a live migration.

B Live Migrations © Use Kerberos
2 Simuitaneous Migrations: This is more secure but requires constrained delegation for kve migration.

1% NUMA Spanning

25 Storage Migratons

) Smuitaneous live migrations

ilf Replication Configuration Spedify how many simultaneous live migrations are allowed.
S Simultaneous live migrations: 2

@3 Keyboard

Incoming kve migrations

43 Mouse Release Key
T LTHEFT A _) Use any avaiable network for kive migration

17 Reset Chedk Boxes ®) Use these IP addresses for kve migration:

www.hellodigi.ir



Constrained Delegation also needs to be set up in Active Directory. This can be done either
via script or via the use of Active Directory Users and Computers MMC Snap-in. For more in-
formation, see the following blog posts:

http://blogs.msdn.com/b/taylorb/archive/2012/03/20/enabling-hyper-v-remote-
management-configuring-constrained-delegation-for-non-clustered-live-
migration.aspx
http://msdnrss.thecoderblogs.com/2012/03/hyper-v-remote-management-with-
powershell-2/
http://blogs.technet.com/b/matthts/archive/2012/06/10/configuring-kerberos-
constrained-delegation-for-hyper-v-management.aspx

Prior to a Windows Server 2012 Active Directory infrastructure, Domain Administrator privi-
leges were needed to setup Constrained Delegation. With Windows Server 2012, Resource
Based Kerberos Constrained Delegation was introduced. This works across trusts and domains,
and it is really easy to configure via PowerShell.

—NManjnath Ajjampur, Principal Datacenter Technologist

Additional resources

Here are a few additional resources concerning this topic:

Virtual Machine Live Migration Overview (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh831435.aspx

Configure and Use Live Migration on Non-clustered Virtual Machines (TechNet
Library) at:
http://technet.microsoft.com/en-us/library/jj134199.aspx
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Virtual Fibre Channel

Windows Server 2012 now provides Fibre Channel (FC) ports you can use within the guest op-
erating system running on Hyper-V hosts. This allows you to connect your virtual machines
directly to a Fibre Channel SAN. In this section Carlos Mayol Berral explains how you can verify
whether your environment can use this feature, some possible errors that can arise from con-
figuration problems, and how to implement redundancy using guest MPIO and Live Migration.

Fibre Channel on the guest

One interesting feature in Hyper-V in Windows Server 2012 is the capability to have Fibre
Channel on the guest, which means to have FC LUNs directly attached to your virtual ma-
chines.This functionality can provide direct storage path communication, which can be very
useful in some scenarios such as application backups using hardware providers, for maximum
storage performance of guest virtual machines, or for guest clustering of up to 64 nodes run-
ning Windows Server 2012 virtual machines.

Before you implement Fibre Channel on the guest, you need to ensure that your infrastruc-
ture meets the necessary prerequisites.

Prerequisites

Begin by reviewing your host bus adapter (HBA) or converged network card to ensure
Windows Server compatibility by:

e  Checking if it has the Windows Server 2012 Certified Logo

e  Checking if you can create a Virtual SAN Switch, that is, whether the physical HBA is
compatible with Hyper-V. You can do this with Hyper-V Ul or you can do it by run-
ning the following Windows PowerShell command:

gwmi -n root\virtualization\v2 Msvm ExternalFcPort | ft -auto Name,

IsHyperVCapable

The output of this command might look something like this:

Name IsHyperVCapable
PCI\VEN 1657&DEV_0013&SUBSYS 00141657&REV_01\4&bc131d560&0138 0 True
PCI\VEN 1657&DEV_0013&SUBSYS 00141657&REV_01\4&bc131d560&0038 0 True
BDRV\FCOE&PCI 166214E4&SUBSYS 121314E4&REV_01\5&3353d3c6&0&50050500 0 False
EBDRV\FCOE&PCI 166214E4&SUBSYS 121314E4&REV_01\5&25692199&0&50050500 0 False
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Next, review your HBA or converged network card to ensure you hardware is N_Port ID
Virtualization (NPIV) capable. You can do this by:

e Running the Cluster Validation Wizard to check if your HBA has this feature and if it is
enabled

e Enabling NPIV using your vendor's driver software

Next you should enable NPIV for your SAN fabric. This means that all of your SAN fabric
should be NPIV capable/enabled.

Now create a Virtual FC SAN using the Hyper-V Manager console and select your HBA.
Then when you create a FC Virtual Switch, you can add an FC virtual adapter to your virtual
machines.

Remember also to configure your storage to present the logical units (LUNs) to the new
World Wide Name (WWN) on your SAN Zone/Mask configuration.

Finally, it's important to note that virtual machines that can use this feature must run
Windows Server 2008, Windows Server 2008 R2, or Windows Server 2012 as the guest oper-
ating system.

NOTE The vast majority of issues involving virtual Fibre Channel can been resolved by in-
stalling the latest HBA drivers from the vendor.

Virtual machine not starting

Once you have a virtual machine with a Virtual FC adapter installed, try starting the virtual
machine. If the virtual machine won't start (i.e., it stops at 10 percent) after adding the Virtual
FC adapter, first review your hardware driver and firmware versions and update them with the
most recent versions available. This is the most common problem.
Possible errors for misconfigured NPIV or HBAs that aren't NPIV-capable include:
e 15080 Hyper-V-VMMS Error, 'VM' failed to add resources (Virtual machine ID)

e 12004 Microsoft-Windows-Hyper-V-Worker Synthetic FibreChannel Port: Failed to
start reserving resources with Error 'Invalid class'

e 32100 Microsoft-Windows-Hyper-V-VMMS N/A NT AUTHORITY\SYSTEM 'Test': NPIV
virtual port operation on virtual port () failed with an unknown error

e 32170 Microsoft-Windows-Hyper-V-VMMS N/A NT AUTHORITY\SYSTEM HBA port
with instance name (‘PCI\VEN_") is not NPIV capable and will not be used for virtual

Fibre Channel. A newer version of the HBA driver is needed that supports the new
NPIV Methods

e 21502 Microsoft-Windows-Hyper-V-High-Availability for Synthetic FibreChannel Port:
Failed to start reserving resources with Error 'Insufficient system resources exist to
complete the requested service, virtual port failed with an error: No physical port
available to satisfy the request
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Additional configuration steps

After your virtual machine is configured with a Virtual FC adapter, you might want to think
about adding redundancy and configuring Live Migration. If Multipath 1/0 (MPIO) has been
configured for your SAN, you should consider adding more than one Virtual FC adapter to
have a redundant path for your virtual machine. After adding a second adapter you must in-
stall MPIO.

NOTE Host and guest MPIO can coexist.

For Live Migration purposes you should have two Virtual FC SANs, then connect one host
HBA to every Virtual FC SAN and add two Virtual FC adapters to your virtual machine con-
nected to every Virtual FC SAN. During the Live Migration process, Hyper-V automatically al-
ternates between the Set A and Set B WWN addresses:

World Wide World Wide World Wide
Name Set A Name Set B Name Set A

Live Migration Live Migration

The correct procedure for implementing Guest MPIO is:
1. Have two or more HBA connections to the storage in the host.
2. Create a Virtual SAN in Hyper-V associated with each HBA connection.

3. Configure Virtual FC adapters in each virtual machine connected to each defined
Virtual SAN.

4. Configure MPIO in the guest.

—Carlos Mayol Berral, Premier Field Engineer

Additional resources

Here is an additional resource concerning this topic:

e Hyper-V Virtual Fibre Channel Overview (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh831413.aspx
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Event logs

The Windows event logs are one of the first places you should look for clues when your sys-
tems or applications are not behaving in the way you expect them to behave. In the old days
of Windows Server 2003 there were only a few event logs you had to check, with the System,
Application, and Security logs being the main ones. Then beginning with Windows Server 2008
the number of different event logs and types of logs jumped into the hundreds, and although
you can filter and search these logs using Event Viewer and Windows PowerShell, many long-
time server admins still often feel overwhelmed by the sheer amount of information in Win-
dows Server logs and wonder how to discover and identify what might be relevant for the par-
ticular scenario they are trying to optimize or troubleshoot. To help get you oriented, Thomas
Roettinger explains some basics and also provides two examples below.

Hyper-V storage event logs

Windows Server provides several different event log categories where you can look for Hyper-
V related issues. You can open the event log viewer either through the modern Ul by using the
key combination Windows logo key+X, or by launching the MMC snap-in directly by typing
eventvwr.msc.

If you expand Application and Services Logs, Microsoft, and Windows, you will find specific
application and services logs for Windows components. For example, you will see the Hyper-V
logs if the Hyper-V Role is installed.

The storage-related logs are called:

e  Hyper-V-SynthFC (Virtual FC Adapter)

e Hyper-V-SynthStor (SCSI Controller)

&l Event Viewer

Flle Action View Help

«o| 2w BE

& e G oo

b [ Custom Views

N
b [ Windows Logs ame

4 [ Applications and Services Logs GroupPolicy

& Hardware Events Help
2] Internet Explorer HomeGroup Control Panel
& Key Management Service HtpService

4 [ Microsoft Hyper-V-Config
b 5 Windows Hyper-V-High-Availability
& Windows Powershell Hyper-V-Hypervisor

74 Subscriptions Hyper-V-Integration

Hyper-V-SynthFC
Hyper-V-SynthNic
Hyper-V-SynthStor
Hyper-V-VID
Hyper-V-YMMS
Hyper-V-Worker
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When you start a virtual machine, a virtual machine worker process (VMWP.exe) is launched
for each virtual machine. The Hyper-V-Worker log provides all necessary information related
to start, stop action, and the run time of a virtual machine. The worker process connects to the
virtual machine management services (VMMS). In the following example you will notice that
you can look at several Hyper-V logs for troubleshooting and that sometimes it is required to
find the root cause of an outage.

Example: Missing virtual hard disk
Patricia the administrator received an error message when she tried, to start one of her virtual
machines, but she did not pay attention to it:

Hyper-V Manager -

.6. An error occurred while attempting to start the selected virtual
= machine(s).

‘MissingDisk' failed to start.

Synthetic SCSI Controller (Instance ID 4178B044-6867-4309-9376-3C8D918B6FEA):
Failed to Power on with Errer 'The system cannot find the file specified.’.

Attachment " could not be found due to error: ‘The system cannot find the file
specified.”.

The Hard Disk Image file 'D:i\vmissingdisk.vhdx' does not exist.

@ See details

To investigate the problem, Patricia opens Event Viewer and checks the related Hyper-V
event logs. She looks at the Hyper-V-VMWP logs first because the issue happened when she
tried to power on the virtual machine. She finds the following event entry:

Event ID 32902
"Missing Disk" Synthetic SCSI Controller: Failed to Power on with Error 'The system

cannot find the file specified.'

Patricia next looks at the Hyper-V-SynthStor logs to see if she can find more information.
She finds the following:
Event ID 12240
'Missing Disk': Attachment" could not be found due to error 'The system cannot find the

file specified.'
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Patricia now needs to identify which file is missing, so she checks the Hyper-V-VMMS logs
and finds the following entry:
Event ID 32902
The absolute path 'd:\missingdisk.vhdx' is valid for the "Hard Disk Image pool, but

references a file that does not exist.

Patricia knows that a virtual hard disk file is missing on drive D. She uses Windows Explorer
to find the file. She then discovers that drive D is missing entirely:

& = Computer
“ Computer View
:(.:. - 4 |;I_i » Computer »
4757 Favorites 4 Hard Disk Drives (1)
B Desktop _— Local Disk (C:)
L
& Downloads .- I
S 055 GE free of 111 68

= Recent places

4[4 Libraries
[ 3 Documents
I J Music
I [&=] Pictures
I B Videos

I /M Computer

- €l Network

This error could happen if you lose storage connectivity, no matter how it is presented to
your host. There are techniques to provide multiple paths to your storage when using SMB, FC,
or ISCSI using MPIO or SMB multichannel to provide availability.

In this section you have seen the available Hyper-V event logs for storage. But you also
read about their relationship to other important Hyper-V logs such as the Virtual Machine
Worker Process and the Virtual Machine Management Service.

www.hellodigi.ir



Example: Unsupported Fibre Channel adapter

Patricia needs to configure a virtual machine with a virtual Fibre Channel adapter. The Hyper-V
host has a Fibre Channel adapter installed, so Patricia opens Virtual SAN Manager to create a
new Fibre Channel SAN. She notices that she is not able to select the physical HBA and that
the status is "The device or driver does not support virtual Fibre Channel.”

0 Virtual SAN Manager for HOST2 [=T==
% Wirtual Fibre Channel SATis 1 HowPbre Chormel SN
" New Fre Channel SAN
. Production bme:
2 Global Fibre Channel Settings [Production] ]
- word '.'l»derNans . Noes:
WWNN WWPN Status

nzaooooeoaee(s%x 210000E03B3E5961  The device or driver does nof

She ignores the message and continues to add a virtual HBA to the virtual machine. When
she tries to start the virtual machine, she receives the following error message:

Hyper-V Manager -

6 An error occurred while attempting to start the selected

virtual machine(s).

"wHBA' failed to start.

Synthetic FibreChannel Port (Instance ID

2C3C3505-FBBE-4903-BE3C-CaT4600BB031): Error 'Insufficient system

resources exist to complete the reguested service.”.

Operation for virtual port (COD3FF3325720000) failed with an emror: Mo

phvysical port available to satisfy the request (Virtual machine D
903BBBYE-CIEE-49A1-B24E-32FE152FTREE).

() [See details Close
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Patricia looks at the Hyper-V-SynthFC event log and discovers the following entry:
Event ID: 32161
'VHBA': Operation for virtual port ... failed with an error: No physical port available to

satisfy the request

Patricia opens Windows PowerShell to validate the driver. She does a WMI query to see if
the driver provides support for Hyper-V. She runs the following command:

gwmi —Namespace "root\virtualization\v2" -Class msvm externalfcport |select *hyper*

The resulting output from this command looks like this:
IsHyperVCapable

While this output indicates that the driver does not support Hyper-V, Patricia knows that
the physical adapter is capable of NPIV and should support Hyper-V. This disparity can happen
because some older driver versions do not populate the necessary information correctly.

After Patricia downloads and installs the latest driver from the HBA vendor, everything
works as expected.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here are a few additional resources concerning this topic:

e Event Viewer (TechNet Library) at:
http://technet.microsoft.com/en-us/library/cc766042.aspx

¢  Windows PowerShell Management Cmdlets (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh849827.aspx
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SMB storage

A new capability for Hyper-V in Windows Server 2012 is the ability to store virtual machine
files on a file share on a network file server. This capability is only possible because of en-
hancements in version 3.0 of the Server Message Block (SMB) file-sharing protocol introduced
in Windows Server 2012. All types of virtual machine files can be stored on SMB 3.0 shares,
including:

e Virtual machine configuration files

e  Virtual hard disk files

e  Virtual machine snapshots

Advantages of this new approach include the ability to leverage your existing converged

networking infrastructure and reduced CapEx and OpEx costs due to no longer needing spe-
cialized storage hardware and expertise.

In this section Thomas Roettinger demonstrates how to troubleshoot an issue relating to
SMB storage of virtual machines using the Windows Internals tool Process Monitor.

SMB share permissions

Windows Server 2012 now allows an administrator to store virtual machines on an SMB file
share. The server that presents the file share must be capable of supporting SMB 3.0. When
creating a share on a Windows Server 2012 you have three options:

1. SMB Share — Quick

2. SMB Share — Advanced

3. SMB Share - Applications

The main difference between a quick share and a share for applications is a feature called
Continues Availability. This feature is required for applications like Hyper-V and SQL Server.
Continues Availability requires that each write goes directly to the storage subsystem without
any interference from the Windows Cache Manager in order to prevent data loss.

The Hyper-V Virtual Machine Management Service (VMMS) runs under the local system.
This requires that the Hyper-V host computer account has the right permission to a remote
SMB 3.0 share.

Remember the effective permissions are Share and NTFS permissions, and the Hyper-V host
computer account needs read and write to the share.

In this section, | show you how to use Process Monitor for troubleshooting an SMB permis-
sion issue.
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Example: Wrong share permissions
Patricia is creating a virtual machine that is stored on an SMB file share. She creates an SMB file
share called "Share" and configures the share permissions with full control for everyone:

Share Permissions
Group o user names:
Eweryons Ao Dy
Full Control ] O
Change i O
Raad &4 O
o e ][ oo

She also verifies that her Administrator account has full NTFS permission:

Previous Versions | Customize |  Classification
Genersl Shadng Securty

Object name:  E\share

Group or user names:

° A Administrators (5TORAGE \Administratiors)
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Patricia verifies on the Hyper-V host that she can access the share and has write permission
with her Administrator account. She creates a virtual machine called "SMB" and stores it on the
share. This works without any issue. But when she tries to power on the virtual machine she
receives the following error message:

Hyper-V Manager

An error occurred while attempting to start
the selected virtual machine(s).

'SMB' could not initialize.

An attempt to initialize VM saved state failed.

'SMB' could not initialize. (Virtual machine ID
AD1D3623-ED3C-4B0G-AB5A-803A29BAD12C)

'SMB' could not create or access saved state file
‘\storage\share\SMB\Virtual
Machine..\AD1D3623-ED3C-4B06- ABSA-803A20BADT2Cvsv,
(Virtual machine ID
AD1D3623-ED3C-4B06-AB5A-803A29BAD12C)

It is unclear to Patricia why this failed, and she starts investigating the issue by using Process
Monitor. She starts Process Monitor, configures a filter to show only messages that include
\\storage\share. After reproducing the error, she gets one Access Denied message in the Pro-
cess Monitor log:

= Process Monitor - Sysinternals: www.sysinternals.com =g
File Edit Event Filter Tools Options Help
EE RBE | TAS | B M8
Time ... Process Name PID Operation Path Resul Detal ~
4073... B vmms exe 1516 Bha \\storage'share \SMB\Virtual Machines\AD 103623-ED3C-4B06-AB5A-B03A29BAD 12C | SUCCESS Creation Time: 3/4/.
2073, ReadFie \istorage\share\SMB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD12C ] SUCCESS Offset: 15,968, Len
4073. ReadFil \storage'share \SMB\Virtual Machines\AD103623-ED3C-4B06-AB5A-803A29BAD12Cml  SUCCESS Offset: 15,950, Len
4073, ReadFile Vistorage‘share\SMB\Vitual Machines\AD1D3623-ED3C-4B0S-ABSA-803A29BAD12Comm  SUCCESS Offset: 23,950, Len
4073, ReadFie “storage'share\SMB\Vitual Machines\AD103623-ED3C-4B06-AB5A-803A29BAD 12C aanl SUCCESS Offset: 27,950, Len.
ReadFie \Vistorage\share\SMB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD12Cm  END OF FILE Cffset: 28,026, Len
. \storage'share 5 MB\Virtual Machines\AD1D3623-ED3C-4B06-ABSA-203A29BAD 12C xml UCCESS CreationTime: 3/4/.
CreateFile \storage'share\SMB\Virtual Machines\AD1D3623-EDIC-4B0E-AB5A-803429BAD 12C NAME COLLISION Desired Access: R
.\\storage'share\.5MB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-203A29BAD 12C xml SUCCESS CreationTime: 3/4/.
\storage'share \SMB\Vitual Machines\AD1D3623-ED3C-4B06-AB5A-B03A29BAD12Caml  SUCCESS Creation Time: 3/4/
e e .\\storage'share\.5MB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-203A29BAD 12C xml SUCCESS CreationTime: 3/4/.
i \storage'share \SMB\Vitual Machines\AD1D3623-ED3C-4B06-AB5A-B03A29BAD12Caml  SUCCESS Creation Time: 3/4/
.\storage'share 'S MB \Vitual Machines\AD1D3623-ED3C-4B06-ABSA-203A29BAD 12C xml SUCCESS CreationTime: 3/4/.
et \\storage'share \SMB\Vitual Machines\AD1D3623 ED3C4B06-ABGA-B03A29BAD 12Caml  SUCCESS CreationTime: 3/4/
ACreateFie \istorage\share\SMB\Vintual Machines\AD1D3623-ED3C-4B06-ABEA-803A29BAD 12C NAME COLLISION  Desired Access: R
el \storage'share \SMB\Virtual Machines\AD1D3623-ED3C-4B06-ABSA-B03A29BAD 12C | SUCCESS Creation Time: 3/4/
\istorage\share\SME\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD 12Comml  SUCCESS Creation Time: 3/4/.
et \storage'share \SMB\Virtual Machines\AD103623-ED3C-4B06-AB5A-B03A29BAD 12Cml  SUCCESS CreationTime: 3/4/
\istorage\share\SMB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD 12C\AD1D... SUCCESS Desired Access: R
\istorage'share\SMB\Virtual Machines\AD 103623 ED3C-4B06-AB5A-803A29BAD12Cml  SUCCESS CreationTime: 3/4/.
<Unknown>  \\storage'share\SMB\Virtual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD 12C\AD1D... SUCCESS
File SystemCortrol \\storage'\share \SMB"\Virtual Machines\AD 1D3623-ED3C-4B06-AB5A-803A29BAD 12C\AD1D... SUCCESS Control: FSCTL_L...
LockFie \istorage‘share\SMB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A2SBAD 12C\AD1D... SUCCESS Exclusive: False, O
File SystemCorirol \\storage'share \5MB"\Virtual Machines\AD 1D3623-ED3C-4B06-AB5A-803A29BAD 12C\AD1D... SUCCESS Control: FSCTL_S o
\\storage'share\ ACCESS DENIED Desired Access: S.. -
7 UnlockFileSingle: *\\storage'\share\SMB"\Virtual Machines\AD 1D3623-ED3C-4B06-AB5A-803A29BAD 12C\AD1D... SUCCESS Offset: -1, Length: 1
4073, CloseFie \storage'share \SMB\Vitual Machines\AD1D3623-ED3C-4B06-AB5A-803A29BAD 12C\AD1D... SUCCESS
407, Cu .\\storage'share\.5MB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-203A29BAD 12C xml SUCCESS CreationTime: 3/4/.
4073, i \storage'share \SMB\Vitual Machines\AD1D3623-ED3C-4B06-AB5A-B03A29BAD12Caml  SUCCESS Creation Time: 3/4/
407, #ACloseFile Vstorage'share \SMB"\Vitual Machines\AD 1D3623-ED3C-4B06-AB5A-803A29BAD 12C aml SUCCESS
4073, et \\storage'share\SMB\Vitual Machines\AD1D3623 ED3C4B06-ABSA-B03A29BAD 12Cml  SUCCESS Creation Time: 3/4/
407 \istorage\share\SME\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD 12Comml  SUCCESS Creation Time: 3/4/.
4073, \\storage'share \SMB\Virtual Machines\AD1D3623-ED3C-4B06-AB5A-803A29BAD 12Csml  SUCCESS AllocationSize: 28.
407 \istorage\share\SME\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD 12Comml  SUCCESS Offset: 0, Length: 2.
4073, \storage'share \SMB\Virual Machines\AD103623-ED3C-4B06-ABSA-B03A29BAD 12Cml  SUCCESS Postion: 28,026
407 \istorage\share\SMB\Vitual Machines\AD1D3623-ED3C-4B06-ABSA-803A29BAD12Coaml  SUCCESS Position: 28,026
4073, 1516 SR SetEndOfFiielrf .. \\storage \share\SMB\Virtual Machines\AD1D3623-ED3C-4B06-AB5A-803429BAD 12Caarl  SUCCESS EndOffile: 28,026
4073, SetAllocationlr...\\storage'share\SMB\Vitual Machines\AD1D3623-ED3C-4B06-ABGA-803A29BAD 12C:aml | SUCCESS AlocationSize: 28,
4073, CreatsFile \storage'share \SMB\Virual Machines\AD103623-ED3C-4B06-AB5A-803A29BAD 12Cml | SUCCESS Desired Access: G
4073, Tvmms exe FlushBuffersFle \\storage'share\SMB\Virtual Machines\AD1D3623-ED3C-4B06-ABGA-803A29BAD12Cml  SUCCESS
4073, vmms.exe File SystemControl \\storage'share \SMB"\Virtual Machines\AD 1D3623-ED3C-4B06-ABSA-803A29BAD 12C xml SUCCESS Control: FSCTL L. A

Showing 185 of 87,679 events (0.21%)

Backed by virtual memory
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Patricia opens the Access Denied message to see which process is doing the CreateFile op-
eration and getting access denied.

She recognizes that the virtual machine worker process is getting access denied and that
the vmwp.exe process also has a parent process. This is the Virtual Machine Management Ser-
vice (VMMS), which runs under the local system:

= Event Properties = | = -
Event || Process || stack

Image
@ Virtual Machine Worker Process

Microsoft Corparation

Name:  vmwp.exe

Version:  6,2,9200,16384 (win8_rtm, 120725-1247)

Path:

| Ci\windows\System32\vmwp. exe |

Command Line:
“Ciwindows\System32\wmwp. exe™ 2A23C350-7CA2-9E4D-ACS7-DCISCFOBAACT |

PID: 1763 Architecture: 64-bit

ParentPID: 1560 Virtualized: ~ False

SessionID: 0 Integrity: High

User: NT VIRTUAL MACHINE\2423C350-7CA2-4E4D-ACST-DCS5CFOBAACT

Auth ID: 00000000:000cha33

Started: 3/5/2013 7:40:46 AM Ended: 3/5/2013 7:40:48 AM

Modules:
Module Address Size Path Company \ersion ~
VMWP.Exe 0x7f7de550000 0x3e6000 Ciiwindows\System32wmwp.exe Microsoft Corpo..,  6.2,9200,1638...
whemsve.dl 0x7fd 17190000 0x14000 C:\Windows\System32wbem'wbem...  Microsoft Corpo... 6.2.9200.1638...
fastprox.dil O 7fd 171b0000 03000 C:\Windows\System32iwbemifastpr...  Microsoft Corpo...  6.2.9200.1638...
winmmhzea Al N7 1 7h FN0NN Nw22000 oW inAnwe VS e tam 2 Mhwinmmhzes All Mirrnenft Crrnn A7 Q7NN 1R3R d

[ ext ighighted Copy Al

Patricia now adds the Hyper-V host computer account to the NTFS permissions and config-
ures Full Control.

Finally the virtual machine starts and runs as expected. To ensure that she doesn’t miss this
important step in the future, she creates the following Windows PowerShell script to create the
share and assign the proper permissions.

# Assign NTFS Permission to folder x:\VMS

ICACLS.EXE X: \VMS -- % /Grant Dom\ HVAdmin: (CI) (OI)F
ICACLS.EXE X: \VMS -- % /Grant Dom\ HV1S$: (CI) (OI)F
ICACLS.EXE X: \VMS /Inheritance:R

#Create Share with the right permissions

New - SmbShare -Name VMS - Path X: \VMS - FullAccess Dom\HVAdmin, Dom\ HV1$

In this example, you have seen how you can troubleshoot a permission issue for an SMB
share. But as | highlighted in the "Hyper-V storage event logs" section earlier, there could be
other permission issues. For example, a virtual hard disk could be missing the permission for
the NT Virtual Machine account.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team
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Additional resources

Here are a few additional resources concerning this topic:

e  Server Message Block overview (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh831795.aspx

e  Hyper-V over SMB: Remote File Storage Support in Windows Server 2012 Hyper-V
(TechNet Video) at:
http://technet.microsoft.com/en-us/video/hyper-v-over-smb-remote-file-storage-
support-in-windows-server-2012-hyper-v.aspx

Process Monitor (Windows Sysinternals on TechNet) at:
http://technet.microsoft.com/en-us/sysinternals/bb896645

www.hellodigi.ir


http://technet.microsoft.com/en-us/library/hh831795.aspx
http://technet.microsoft.com/en-us/video/hyper-v-over-smb-remote-file-storage-support-in-windows-server-2012-hyper-v.aspx
http://technet.microsoft.com/en-us/video/hyper-v-over-smb-remote-file-storage-support-in-windows-server-2012-hyper-v.aspx
http://technet.microsoft.com/en-us/sysinternals/bb896645

SMB Multichannel

SMB Multichannel is one of several new features in version 3.0 of the Server Message Block
(SMB) protocol introduced in Windows Server 2012. SMB Multichannel allows multiple con-
nections to be used within a single SMB session in order to enhance network performance and
ensure greater availability of file shares on Windows servers. In this section Thomas Roettinger
discusses Receive-Side-Scaling (RSS), a feature of enterprise network adapters that distributes
kernel-mode network processing across multiple processor cores to support higher network
traffic loads than a single core can support. Thomas also provides an example of how to trou-
bleshoot an issue when SMB Multichannel doesn't work as expected.

Troubleshooting SMB Multichannel

SMB Multichannel is a new feature of the SMB 3.0 protocol that was introduced in Windows
Server 2012. This feature allows several network adapters to connect to a file server. By using
SMB Multichannel you increase network performance, but even more importantly you increase
the availability of your storage connection by using more than one network path. This feature
is turned on by default and automatically discovers and makes use of your network connec-
tions.

Verifying Receive-Side-Scaling
SMB Multichannel requires multiple network adapters or multiple network teams. At least one
network adapter must be capable of Receive-Side-Scaling (RSS).

To verify that your network adapter is RSS capable, you can run this Windows PowerShell

command:

Get-SmbServerNetworkInterface

&3 Administrator: Windows PowerShell [- =]

PS C:\Users\administrator.CONTOSO> _
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You should also verify that RSS is enabled for your network adapters using this command:
Get-NetAdapterRSS

ey Administrator: Windows PowerShell

Anistrator.CONTOSO> Get-NetAdapterRss

: SMB2
InterfaceDescription : Microsoft Hyper-V Network Adapter 24
Enabled : False
NumberOfRecelveQueues -
Profile NUMAStatic
BaseProcessor: [Group:Number] 0
MaxProcessor: [Group:Number] o
laxProcessors 2
RssProcessorArray: [Group:Number/NUMA Distance] 0
IndirectionTable: [Group:Number]

5t

0/0 0:1/0

Name : SMB1
InterfaceDescription : Microsoft Hyper-V Network Adapter
: False

: 0
: NUMAStatic
0:0
axProcessors

ProcessorArray:
IndirectionTable

In this example, RSS is not enabled, so the driver settings need to be checked for RSS:

Microsoft Hyper-V Network Adapter #3 Properties -

|Geneml| Advanced |Driver I Details | Events |

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

on the right

Property: Value:
IPSec Cffload ~ Digabled j
IPv4 Checksum Offload

Jumbo Packet

Large Send Cffload Version 2 {IPv+
Lange Send Offload Version 2 {IPvi
Max Number of RSS Processors | =
Maximum Number of R5S Queues | —
Network Address

Receive Buffer Size

Receive Side Scaling

R3535 Base Processor Number

RS55 Profile

Send Buffer Size

TCP Checksum Offload (IPv4) -
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RSS is disabled at the driver level, so enable RSS and verify again with Windows PowerShell:
Get-NetAdapterRSS

'z Administrator: Windows PowerShell L

s\admimistrator.CONTOSO> Get-NetAdapterRss

Name : SMB2

InterfaceDescription Microsoft Hyper-V Network Adapter 24
Enabled True

NumberOfReceiveQueues 2

Profile

BaseProcesso Group :Number ]

axProcessor roup :Number]

faxProcessors
RssProcessorArra [Group:Number /NUMA Distance]
IndirectionTable: [Group:Number

CO00OO00000000000
o

=X-X-F-T-Y-Y¥-T-¥-F-¥-Y-R-R-P-Y-}

CO00000CO000O000000

0000000000000

Name : SMB1
InterfaceDescription : Microsoft Hyper-V Network Adapter #3
Enabled
NumberOfReceiveQueues
Profile
[Group :Number]
[Group :Number]

RssProcessorArray: [Group:Nusber/NUMA Distance] /0
IndirectionTable: [Group:Number] D/O RO : A%
: : 0:1

All modern server class network cards support RSS. Using multiple network interfaces to
connect to a file server uses multiple TCP/IP connections. RSS ensures that these connections
are distributed across multiple CPUs in your system. Otherwise your logical CPU 0 could be-
come a bottleneck when the bandwidth increases and many small 1/Os are performed.

It is very important to verify that RSS is enabled on both servers and clients where a Hyper-
V host is the client.

Verifying SMB Multichannel

As mentioned earlier, SMB Multichannel is enabled by default, but you can verify it by using
these two Windows PowerShell commands depending on whether you are checking a server
or client:

Get-SmbServerConfiguration

X Administrator: Windows PowerShell

rkstation

ableMultiChannel
EnableStrictNameChecking
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Get-SmbClientConfiguration

T} Administrator; Windows PowerShell

&t ]

she
eEntriesMax

To verify active SMB Multichannel connections, start a long-running copy job from the Hy-
per-V host to the file server. You can then use this Windows PowerShell command to verify the
multichannel connections:

Get-SmbMultichannelConnections

In this example, three active SMB connections are being used: two dedicated connections
for SMB and one for the management adapter. The management adapter is used because it
has the same link speed as the two dedicated SMB networks.

Excluding a network card

If you want to exclude a specific adapter from being used for SMB Multichannel, you can use
the following Windows PowerShell command:

New-SmbMultichannelConstraint -ServerName FS1 -InterfaceIndex 21

www.hellodigi.ir



Next, identify the physical network cards that are being used for the SMB connections by
running this Windows PowerShell command on the client and server:
Get-NetAdapter

Here's the client:

You can now create a table by matching the name from the client and server output to the
output from the active SMB connections. This helps you verify the communication path that is

being used:
IFINDEX SERVER NAME IFINDEX CLIENT NAME
17 SMB2 < ----- > 26 vEthernet (SMB2)
16 SMB1 < —me- > 24 vEthernet (SMB1)
13 Ethernet < ---e- > 21 vEthernet (Management)

Example: Link down
In a previous section of this book, | covered the Hyper-V storage-related event logs. Now let's
take a closer look to the SMB client-related event log.

You can open the event log viewer either through the modern Ul by using the key combi-
nation Windows logo key+X, or by launching the MMC snap-in directly by typing
eventvwr.msc.

www.hellodigi.ir



Expand Application And Services Logs, Microsoft, and Windows to find specific application
and services logs for Windows components. The SMB-related log is called SMBClient:

e Type
Operationsl  Opesati

Patricia is an administrator who is notified that some virtual machines are not performing as
usual. Patricia runs through the Windows PowerShell commands to verify that SMB Multichan-
nel is working, and she discovers that one SMB connection is lost:

Patricia needs to understand why this happened, so she starts looking into the SMBClient
event log on the Hyper-V host. She discovers the following event:
Event ID 30620
Connection to server \storage IP Address 192.168.21.1:445 was aborted

She checks the connection of the network interface and discovers that one link is down.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here is an additional resource concerning this topic:

e Network Performance and Availability (TechNet Library at):
http://technet.microsoft.com/en-us/library/hh831499.aspx

www.hellodigi.ir


http://technet.microsoft.com/en-us/library/hh831499.aspx

Online backup

A key aspect of managing storage for your Hyper-V hosts is backing up the virtual machines
that run on these hosts. Backups can be performed in various ways depending on the type of
storage you're using and the tools you have available.

An important distinction is whether the backup of a virtual machine is performed online or
offline. Online backups involve no downtime of the virtual machine, while offline backups in-
volve some downtime.

MORE INFO For more information, see this post from the Virtualization Blog:
http://blogs.technet.com/b/virtualization/archive/2008/08/29/backing-up-hyper-v-
virtual-machines.aspx

Of course, even backups can have problems sometimes, and in this section Thomas
Roettinger describes how to troubleshoot an issue involving online backup. But first he ex-
plains the backup process and how the Volume Shadow Copy Service (VSS) is involved in per-
forming Hyper-V backups.

Hyper-V backups and VSS

VSS can produce consistent shadow copies by coordinating with business applications, file
system services, backup applications, fast-recovery solutions, and storage hardware.

VSS consists of several components, including the Hyper-V VSS Writer. The Hyper-V VSS
Writer is automatically installed and registered when you install the Hyper-V role.

This is a high-level overview of how a backup of a virtual machine works with the Hyper-V
VSS Writer.

1. Backup is initiated by a backup program.

3. The backup program sends a request to VSS.

4. VSS talks to Hyper-V VSS Writer to inform Hyper-V that a backup will be taking place.
5

Hyper-V acts as a proxy and forwards this VSS request to running virtual machines
with the help of the integration components for VSS running inside the virtual ma-
chine. This requires a VSS-aware operating system.

6. The virtual machines then use the integration components to inform the Hyper-V VSS
Writer that they are in a consistent state.

7. Hyper-V VSS Writer then informs VSS that it is in a consistent state.
8. VSS creates a VSS snapshot.
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You may be asking yourself what happens if you have Linux running as a guest operating
system since it does not contain VSS. Here is a high-level overview of the backup process of a
virtual machine running Linux or any other operating system that does not include VSS work.

1. Backup is initiated by a backup program.
The backup program sends a request to VSS.
VSS talks to Hyper-V VSS Writer to inform Hyper-V that a backup will be taking place.

> wnN

Hyper-V acts as a proxy and forwards the VSS request to the virtual machine running
Linux but does not receive a response.

Hyper-V puts the virtual machine running Linux in a saved state.
Hyper-V VSS Writer then informs VSS that it is in a consistent state.
VSS creates a VSS snapshot.

®© N o U

Hyper-V resumes the virtual machine running Linux.

Example: Online backup issue
Patricia is an administrator who discovers that one of her virtual machines is no longer being
backed up online at night. So, she modifies her backup job to also run during the day. She
receives a call from the help desk that users are reporting a service interruption.

Patricia starts investigating why the outage happened during backup. She starts by check-
ing the status of the Hyper-V VSS Writer using the following command:

Vssadmin.exe list writer

o} Administrator: Command Prompt M

-72881
- A1l rights reserved.

e administrative command-line tool

sk §
¢ {dbildbl BE9786
-] 9 hE

a Store Writer’
—4d39 F—fFaff65ddfae

ceb-abB9-ad?BeV5dde 93>
3d@9381>
283

ed6Bh7001 >

c1282a189>

She notes that the Microsoft Hyper-V VSS Writer reports no error.
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Next she checks the Application event log of the guest operating system to determine if
there are any VSS-related issues. No entries appear, but Patricia knows that there should be at
least one event showing that the VSS was started (Event ID 7035, 7036). This makes her think
that the VSS request is not reaching the virtual machine.

Patricia opens the event viewer and checks the related Hyper-V event logs. She looks at the
Hyper-V-Integration event log because she knows that one of the integration services is re-
sponsible for VSS:

Event ID 4096

'Online Backup': The Volume Shadow Copy integration service is not enabled.

Patricia opens the configuration settings of the respective virtual machine and detects that
the Backup (volume snapshot) setting is not enabled:

m Settings for OnlineBackup on PRESBOOK1 [=T= |
OnlineBasckup v P Q
& Hardware ~ “ Integraton Services
¥ AddHardware -

& BI0S Select the services that you went Hyper ¥ to offer to this virtual machine. To use the
" Book services you select, you must install them in the guest aperating system and they must
be supported by the guest operating system,

B emory Examples of services that might ot be ayadeble on the guest operating system indude

IIIﬂ.r. _ Wolume Shadow Copy Services and operating system shutdown,
& CCESS0N
= Wil IDE Controller 0 ¥ Operating system shutdown

| Time synchronization
Hard Drim
ST ¥ Data Exchange

= Ml IDE Controller 1 ] Heartbeat

[Bicedon (ohmecnapsbod |

&4 DVD Drive

B 5051 Controler
® § Metwork Adapter

F com 1
§ oMz
kel Distette orive

& Management
1] Hame:

| Integration Services
Some services offered

& Snapshot Fie Location

1] Smrt Poging Fie Location

[P Austomatic Start Action

After Patricia turns on the backup feature, the virtual machine no longer goes into saved
state while the backup job runs:

Virtual Machines

State CPU Usage Assigned Memory ~ Uptime Status
Running 0% 512MB 00:01:58 Backing up.

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

www.hellodigi.ir



Additional resources

Here is an additional resource concerning this topic:

e  Planning for Backup (TechNet Library) at:
http://technet.microsoft.com/en-us/library/dd252619(v=WS.10).aspx
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Antivirus exclusions

If you plan to use an antivirus product on your Hyper-V host, it's very important that you ex-
clude some important system files to prevent problems. Thomas Roettinger goes into some
detail here concerning the importance of this.

Configuring antivirus exclusions

The Hyper-V root partition, also called the parent partition, should not be used to install any
software other than agents required to operate a managed system. There are many reasons for
this, including memory consumption of processes running in the root partition and also the
performance behavior of software.

These are some possible error messages if the necessary exclusions are not configured for
Hyper-V:
The requested operation cannot be performed on a file with a user-mapped section open.
(0x800704C8)
VMName' Microsoft Synthetic Ethernet Port (Instance ID{7EODA81A-A7B4-4DFD-869F-
37002C36D816}) : Failed to Power On with Error 'The specified network resource or device
is no longer available.' (0x80070037).
The I/0 operation has been aborted because of either a thread exit or an application

request. (0x800703E3)

To make sure you don't run into any of the above errors, you should exclude the following
files and folders in your antivirus product real-time scanning component:

e  Default virtual machine configuration directory
(C:\ProgramData\Microsoft\Windows\Hyper-V)

e  Custom virtual machine configuration directories

e Default virtual hard disk drive directory (C:\Users\Public\Documents\Hyper-V\Virtual
Hard Disks)

e  Custom virtual hard disk drive directories
e  Snapshot directories

e Vmms.exe (Note: May have to be configured as process exclusions within the antivi-
rus software)

e Vmwp.exe (Note: May have to be configured as process exclusions within the antivi-
rus software)

e  C\ClusterStorage and all subdirectories (Only when using Cluster Shared Volume)

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team
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Additional resources

Here are a few additional resources concerning this topic:
e 6 Best Practices for Physical Servers Hosting Hyper-V Roles (TechNet Magazine) at:
http://technet.microsoft.com/en-us/magazine/dd744830.aspx

e  Virtual machines are missing, or error 0x800704C8, 0x80070037, or 0x800703E3 oc-
curs when you try to start or create a virtual machine at:
http://support.microsoft.com/kb/961804
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Windows PowerShell tips

In this section Thomas Roettinger summarizes a number of different Windows PowerShell
commands for performing storage-related tasks.

Storage-related tasks and Windows PowerShell

For storage-related tasks, some of the Windows PowerShell commands are not present in the
Hyper-V Manager Ul, for example changing the physical sector size. These commands can be
useful when troubleshooting different kinds of storage-related issues involving Hyper-V hosts
and virtual machines.

Convert a VHD to a VHDX

Convert-VHD —-Path c:\temp\temp.vhd —-destinationpath d:\temp\test.vhdx

Collect VHD/VHDX information, for example Physical Sector Size

Get-VHD -Path c:\temp\test.vhdx

Change Physical Sector Size of a VHDX, as required for Windows 2003 for example
Set-VHD -Path c:\temp\test.vhdx -PhysicalSectorSizeBytes 512

Expand or shrink a VHDX size (VHD expand only)

Expand-VHD -Path c:\temp\test.vhdx -SizeBytes

Test a VHD/VHDX for errors

Test-VHD -Path c:\temp\temp.vhdx

Online attach VHD/VHDX to an SCSI Controller
Add-VMHardDiskDrive -VMName Test -ControllerType SCSI -Path c:\temp\test.vhdx

Attach a DVD drive to an IDE Controller
Add-VMDvdDrive -VMName Test —-ControllerNumber 1

Add a Virtual FC HBA to a virtual machine (A Virtual Fibre Channel SAN must exist)

Add-VMFibreChannelHba -VMName Test —-SanName TestSAN

List all snapshots of a virtual machine
Get-VMSnapshot -VMName Test

Run defrag for a CSV disk (LUN). Note: Must be executed on coordinator node
Repair-ClusterSharedvVolume C:\ClusterStorage\Volumel -Defrag
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e Run ChkDsk on a CSV disk (LUN) Note: Must be executed on coordinator node
Repair-ClusterSharedvolume C:\ClusterStorage\Volumel -ChkDsk -Parameters "/F"

e Define Size of CSV Cache. Note: This amount will be reserved in host memory.
(Get-Cluster) . SharedvVolumeBlockCacheSizeInMB = 512

e Enable CSV Cache for a specific CSV disk (LUN)
Get-ClusterSharedVolume "Cluster Disk 1" | Set-ClusterParameter

CsvEnableBlockCache 1

—Thomas Roettinger, Program Manager, Partner and Customer Ecosystem Team

Additional resources

Here are a few additional resources concerning this topic:

e Hyper-V Cmdlets in Windows PowerShell (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh848559.aspx

e  Failover Clusters Cmdlets in Windows PowerShell (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh847239.aspx
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Best Practices Analyzer

Sometimes the best optimizing and troubleshooting tools are the ones right in front of you,
staring you in the face. The Best Practices Analyzer (BPA) functionality integrated into Server
Manager on Windows Server 2012 is a good example of this.

In this section, Mark Gehazi, a Data Center Specialist with Microsoft U.S. State and Local
Government (SLG) team, explains how the BPA functionality for Hyper-V works and why it can
be useful.

Troubleshooting with Hyper-V Best Practices Analyzer

In the Windows management and administration world, everyone's accustomed to best prac-
tices established by the product manufacturer and expert community to configure a server as
defined by them. Many of these best practices are dependent on the environment and usage
scenario, but they always can help with establishing a baseline and troubleshooting. For exam-
ple, it is considered a best practice for Hyper-V virtual machines to use Synthetic Network
Adaptor for performance reasons. While best practice violations, even critical ones, are not
necessarily problematic, they indicate server configurations that can result in poor perfor-
mance, poor reliability, unexpected conflicts, increased security risks, or other potential prob-
lems.

Windows Server Best Practices Analyzer (BPA) was first introduced in Windows Server 2008
for a few roles and features and was expanded over time through update packages. BPA was
well received by the Windows admin community, helping them reduce accidental best practic-
es violations and resulting in less downtime and support costs. Windows also had the admin
community utilizing PowerShell integration with BPA and automating the monitoring and re-
porting of BPA and violations across multiple server farms and various roles.

Hyper-V BPA

In Windows Server 2012, with the introduction of the new Server Manager and its multi-server
management capabilities, BPA becomes even more integrated and relevant to administrators
who are setting up stand-alone or clustered Hyper-V servers.
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Server and virtualization administrators now can utilize Hyper-V BPA while configuring the
virtualization fabric or troubleshooting issues.

Server Manager L'.‘.E-

Windows Server 2012 Hyper-V BPA currently includes more than 70 rules and can be ex-
panded via future updates if new best practices are identified. Following are a few examples of
these rules:

The Server Core installation option is recommended for servers running Hyper-V.

VHDX-format virtual hard disks are recommended for virtual machines that have re-
covery history enabled in replication settings.

Run the current version of integration services in all guest operating systems.
Use RAM that provides error correction.

Second-level address translation is required when running virtual machines enabled
for RemoteFX.

Use at least SMB protocol version 3.0 for file shares that store files for virtual ma-
chines.

Use at least SMB protocol version 3.0 configured for continuous availability on file
shares that store files for virtual machines.

A virtual machine running Windows Server 2012 and configured with Dynamic
Memory should use recommended values for memory settings.

A Replica server must be configured to accept replication requests.

To participate in replication, servers in failover clusters must have a Hyper-V Replica
Broker configured.

Configure a policy to throttle the replication traffic on the network.

Avoid using legacy network adapters when the guest operating system supports net-
work adapters.

VMQ should be enabled on VMQ-capable physical network adapters bound to an ex-
ternal virtual switch.
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Some of these rules pertain to the Hyper-V host configuration and some of them target in-
dividual virtual machines for configurations and settings. For instance, if few virtual machines
are violating a best practices recommendation, BPA results will report the virtual machine
names in the report, making it easier to identify those individual virtual machines from several
others running in a Hyper-V farm.

For example, when one or more virtual machines haven't been backed up for over a week,
the BPA will report this as an error and the virtual machine name(s) will be reported in the
impact section:

I Dashboard
B Local Server

& A Servers

B§ File and Storage Services

Server Manager l;Jl-l

e fogen repieation

seeiify sEechic seimary sertes suthonzed 1o send reslication o

Prablem:

Also, clicking the More Information About This Best Practice And Detailed Resolution Pro-
cedure link will take you to the associated TechNet wiki library for that specific item, which is
kept current by the Microsoft Hyper-V team.

BPA results are categorized in three severity models: Error, Information, and Warning:

Error Returned when a role does not satisfy the conditions of a best practice rule
and functionality problems can be expected.

Information Returned when a role satisfies the conditions of a best practice rule.

Warning Returned if the results of noncompliance can cause problems if changes
are not made. The application might be compliant as operating currently, but may
not satisfy the conditions of a rule if changes are not made to its configuration or
policy settings. For example, a scan of Remote Desktop Services might show a warn-
ing result if a license server is unavailable to the role, because even if no remote con-
nections are active at the time of the scan, not having the license server prevents new
remote connections from obtaining valid client access licenses.
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Server Manager BPA View by default reports only the Warning and Error results; however,
clearing the view filter will show all the results, including reports with the Information severity
tag.

Individual report items also can be excluded from the report if the administrator is already
aware of the item and believes the rule isn't applicable to a specific scenario or environment.
To exclude an item, right-click it and select Exclude Result.

Each reported item includes three major severity levels: Problem, Impact, and Resolution.

These levels allow administrators to properly document the BPA results and prepare for reme-
diation and a possible change control request process. Here is an example:

Problem:

One or more virtual machines are using differencing virtual hard disks.

Impact:

Differencing virtual hard disks require available space on the hosting volume so that space can
be allocated when writes to the virtual hard disks occur. If available space is exhausted, any

virtual machine that relies on the physical storage could be affected. This impacts the following
virtual machines:

C-CLFSO1A (1C7BFEE0-34FE-4CC0-82F3-DA6C2864AF68) - D:\DemoV4.VHD\CLFSO1A\Virtual
Hard Disks\D-C-CLFSO1A.vhdx

C-ACO01 (23310615-069C-4A3B-9267-94D945AAF9EA) - D:\DemoV4.VHD\ACO01\Virtual Hard
Disks\D-C-ACO01.vhdx

C-AC01 (23310615-069C-4A3B-9267-94D945AAF9EA) - D:\DemoV4.VHD\ACO01\Virtual Hard
Disks\D-C-AC01_E1.vhdx

<.>
Resolution:

Monitor available disk space to ensure sufficient space is available for virtual hard disk expan-
sion. Consider merging differencing virtual hard disks into their parent. In Hyper-V Manager,
inspect the differencing disk to determine the parent virtual hard disk. If you merge a differ-
encing disk to a parent disk that is shared by other differencing disks, that action will corrupt
the relationship between the other differencing disks and the parent disk, making them
unusable.
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After verifying that the parent virtual hard disk is not shared, you can use the Edit Disk Wiz-
ard to merge the differencing disk to the parent virtual hard disk.

N\
(€5~
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In a multi-server environment, when adding all the remote servers to Server Manager, ad-
ministrators will be able to view all servers that have the Hyper-V role installed under the Hy-
per-V section. They can then click Start BPA Scan on the Tasks menu to choose Hyper-V
servers (remote or local) for analysis:

= Server Manager -8 x
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The result will include reports from all those servers, which can be sorted or grouped by
Server Name, FQDN, Severity, Title, and Category. Keep in mind that the result will be populat-
ed for the Hyper-V servers that are selected in the top section of the page under Servers:

- —— e |
_ SERVERS
B Dashboard Al servers | 2 1ot TasKs =
i Server
I Local Serves o - @ - H
& Anservers
§ File and Storage Services »
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EVENTS

TASKS_*

PowerShell and automation

Windows Server 2012 Best Practices PowerShell module contains four simple PowerShell
cmdlets that empower administrators to invoke multiple BPA analyses across several servers

and capture the results in different formats:
PS C:\> Get-Command -Module BestPractices

CommandType Name ModuleName

Cmdlet Get-BpaModel BestPractices
Cmdlet Get-BpaResult BestPractices
Cmdlet Invoke-BpaModel BestPractices
Cmdlet Set-BpaResult BestPractices
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Here is some more information about each cmdlet:

e Get-BpaModel Retrieves and displays the list of BPA models installed on the sys-
tem.

e Get-BpaResult Retrieves and displays the results of the most recent BPA scan for a
specific model.

e Invoke-BpaModel Starts a BPA scan for a specific model that is installed on a com-
puter.

e Set-BpaResult Excludes orincludes existing results of a BPA scan to display only
the specified scan results.

NOTE To make sure you have the latest PowerShell help files for Windows Server 2012,
use the Update-Help cmdlet.

The BPA model name is normally needed to work with that BPA. In the case of Hyper-V the
BPA model is Microsoft/Windows/Hyper-V.

Thus, invoking the Hyper-V BPA model will be possible by running the following PowerShell
command:
PS C:\> Invoke-BpaModel -Modelld Microsoft/Windows/Hyper-V

The following command will show the results:
PS C:\> Get-BpaResult -ModelId Microsoft/Windows/Hyper-V

Administrators have the option to use PowerShell and output the results to text, HTLM, CSV
or other formats as they wish.

MORE INFO Cristian Edwards has a blog post on his TechNet blog that demonstrates
how someone can generate an HTML output of Hyper-V BPA Results from PowerShell at
http://blogs.technet.com/b/cedward/archive/2011/01/11/hyper-v-bpa-html-report.aspx.

If you'd like to have a little bit of fun, run the following PowerShell command after you've
already executed Hyper-V BPA using the invoke-BpaModel cmdlet and see what happens:
PS C:\> Get-BpaResult -ModelId Microsoft/Windows/Hyper-V | Out-GridView

Cool, isn't it?
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Hyper-V BPA also integrates with Microsoft System Center 2012 Operations Manager
through Windows Server Operating System Management Pack and can enable an automated
method of raising alerts and notification when any violations are detected. The monitoring
pack now collects BPA results from monitored servers and returns the BPA state to Operations
Manager. Customers do not want BPA data to be collected on all systems by default, so it
needs to be enabled after importing the Management Pack.

You can download the System Center Management Pack for Windows Server Operating
System here: http://www.microsoft.com/en-us/download/details.aspx?id=9296.

Failover clustering

Of course, most enterprise customers are taking advantage of highly available (HA) Hyper-V
virtual machines powered by the Microsoft Windows Server 2012 Failover Clustering feature.
All the new enhanced functionality and superb scalability numbers (support for 64 Hyper-V
cluster nodes running up to 8,000 virtual machines along with Cluster Shared Volumes 2.0,
Scale-Out File Servers for Hyper-V virtual machines over SMB, Cluster-Aware Updating and VM
Application monitoring) of failover clustering are music to the ears of virtualization administra-
tors and IT operations efficiency enthusiasts.

Windows Server 2012 Failover Cluster Validation test now supports Cluster Shared Volumes
(CSVs), Hyper-V and virtual machines (when the Hyper-V role is installed), along with all other
aspects of clustering including networking and storage and host configuration. Plus it runs
significantly faster than its predecessor.

As part of troubleshooting a Hyper-V environment when running in an HA environment,
administrators should run the Microsoft Failover Cluster validation test and review the report
for any errors or warnings. This should help reduce time to resolution for configuration issues
or storage/networking problems that occur as a result of changes in the infrastructure.

Similar to Hyper-V BPA, the Microsoft Failover Cluster validation test has a PowerShell
cmdlet (Test-Cluster) and allows administrators to invoke and generate reports for one or
more clusters. For more information and examples, please see the Test-Cluster page on Mi-
crosoft TechNet library at http://technet.microsoft.com/en-US/library/hh847274.
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Summary

When troubleshooting Hyper-V issues, the best course of action is to start by using the most
advanced tool available to administrators on Windows Server 2012: Server Manager. If all the
Hyper-V servers in question (remote or local) have been added to the Server Manager Con-
sole, an administrator can review all the Hyper-V event channel logs, services and their status,
BPA results, and real-time key performance metrics (CPU and memory) from that same pane.
In an HA Hyper-V environment, adding a fresh report from a Microsoft Failover Cluster Valida-
tion test would be very useful as well. Hyper-V BPA can help administrators to validate their
configuration before adding a Hyper-V server to production and on an ongoing basis. Integra-
tion of Hyper-V BPA with System Center Operations Manager along with automation using
PowerShell adds advanced monitoring and alerting as soon as any deviation from the best
practices is detected.

While these aren’t the only troubleshooting tasks one should or might perform, in many
cases, they are valid and time saving, and they can lead to higher uptime and better Service
Level Agreements (SLAs).

—Mark Ghazai, Data Center Specialist with Microsoft US State and Local Government (SLG)
team

Additional resources

Here are a few additional resources concerning this topic:

e Run Best Practices Analyzer Scans and Manage Scan Results at:
http://technet.microsoft.com/en-us/library/hh831400.aspx

e  Best Practices Analyzer Cmdlets in Windows PowerShell at:
http://technet.microsoft.com/en-us/library/hh868084.aspx

e  Best Practices Analyzer for Hyper-V: Configuration at:
http://technet.microsoft.com/en-us/library/ee941122(v=WS.10).aspx

e  Best Practices Analyzer at:
http://technet.microsoft.com/en-us/library/dd392255(v=ws.10).aspx
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Storage Spaces

The storage needs of companies continues to grow rapidly these days, and while hard drive
costs have fallen as capacity has increased, the cost of enterprise storage systems such as Stor-
age Area Networks (SANs) remains high and can be a drain on shrinking IT budgets. The need
for innovative new storage solutions to address these issues has led Microsoft to introduce a
new technology in Windows Server 2012 called Storage Spaces that allows you to virtualize
storage by grouping commodity disks into pools, from which virtual disks (also called storage
spaces) can be easily provisioned as your storage needs evolve.

To make optimum use of Storage Spaces in a Hyper-V environment, you need to under-
stand it thoroughly and configure it properly. In this section Satya Ramachandran explains the
technology underlying storage spaces and provides some advice on how to plan, deploy,
maintain, and troubleshoot this feature.

What is Storage Spaces?

Storage infrastructure in today's enterprise is a complex world. Gone are the days where each
server had a few local disks and the only layer of abstraction was hardware or software RAID.
As we have progressed in the journey toward achieving fast and reliable storage, we have lost
flexibility, transparency, and simplicity while provisioning storage.

Today, if an application team needs storage capacity, they reach out to the storage team,
and once they have carved out some storage, the application team continues with their de-
ployment. These transactions cost our businesses a precious commodity—time.

In this section we are going to talk about Storage Spaces, which is a new feature of Win-
dows Server 2012. It not only addresses some of the issues described above but many more
practical challenges an administrator faces in the real world.

Storage Spaces is a new storage virtualization technology introduced in Windows Server
2012 which gives enterprises access to enterprise-class storage features on just about any
hardware...really, any hardware. Imagine having options to pick different types of resiliency,
thin provisioning, high availability, and scalability all from commodity hardware. Because of its
simple requirements, it drastically cuts down storage costs associated with hosting virtualized
workloads.

Before we get into technical implementation details, let's take a moment to understand
what Storage Spaces brings to the table; it will definitely help you engage your peer in a nice
technical conversation over lunch or help you save your business a lot of cash during your next
storage upgrade.
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Concepts and terms

One of the challenges associated with adopting any new technology is the learning curve as-
sociated with it. The terms used in Storage Spaces are mostly the same ones storage adminis-
trators have been using with traditional storage vendors. Let's go over a few of the important
ones:

e Primordial The dictionary meaning of primordial is constituting a beginning, and
that's the role it plays in Storage Spaces. All the unallocated disks that meet the re-
quirements of Storage Spaces show up here.

e Storage pools A storage pool is an equivalent of a pool or an array in the storage
world, out of which we can carve different types of virtual disks. It's a unit of aggrega-
tion, administration, and isolation. A single pool can consist of heterogeneous physi-
cal disks, which can be different sizes or connected via different
interfaces/interconnects. We can specify the role of disks as data or hot spare.

e Virtual disk, or storage space This is the layer at which we specify the virtual disk
size and resiliency. After this we can create a volume and define:

e  File system (can be NTFS or REFS)
e  Cluster size

e Deduplication settings

e  Drive letter

After the volume is created, the storage can be utilized for any of the Windows Server
2012 capabilities to host applications and services.

Here is a diagram that illustrates the connection between all of these concepts:

| Primordial |

| Storage Pool I

| Storage Space I

| Volume |
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This next diagram shows in more detail how you can create storage pools and spaces in

Windows Server 2012:
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Deployment modes

Depending on the storage space deployment model, we can offer block level or file level ac-
cess. So as an enterprise we do not need to make a huge investment to purchase an expensive
storage solution for either of the two deployment modes.

The following diagram illustrates these two different usage scenarios that Storage Spaces
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Benefits of Storage Spaces to enterprises

Now that we know what Storage Spaces is, let's take a few minutes to discuss its benefits to an
enterprise. Though Storage Spaces can be used for many scenarios, since this book is about
Hyper-V storage we will talk about benefits of Storage Spaces when used in Hyper-V deploy-
ments.

Cost effective platform for business critical storage

Storage consumes a large chunk of the virtualization hardware budget. With the help of stor-
age spaces we can utilize a couple of JBOD enclosures presented via a few file servers and have
a high performance, highly available and scalable storage solution:

¥Ms WMs Ms

AVHD AVHD AVHD

Clustered Storage Spaces Integrated with CSV

SN

——
Clustered
File Servers

JBOD JBOD

With SSDs in enclosures we would be looking at millions of IOPS from the solution with on-
ly the server CPU and storage controllers being the bottleneck. Once we saturate the solution,
we can scale out by adding more servers or JBODs.

Flexibility and elasticity

Administrators today are tasked with sizing a solution that is expected to scale to infinity, but
with limited resources. It's every administrator’s dream to have a solution that can be scaled
out without having to worry about application reconfiguration and massive outage windows.
With Storage Spaces, as the business requirement grows we can increase the size of the pools
by adding more disks; the spaces created on top can be thinly provisioned and can be of much
larger size than the currently available storage in the pool.
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For example, we can create a storage pool with 20 terabytes worth of disks and then create
a space of 380 terabytes on top. As the usage increases, we would be alerted once we are at
the seams of the real storage and can add more disks to the pool with no impact to applica-
tion or service.

The other benefit is storage optimization. Although the application teams may ask for a
large chunk of storage up front, they may not utilize the capacity immediately. With monitor-
ing tools we can determine when we are running out of real capacity and add more disks as
we go. This also helps us stagger capital expenditure on the infrastructure, at the same time
application teams, or customers in the case of a hosted model, would be charged for real stor-
age used.

NOTE Only fixed storage spaces can be created when integrated with cluster shared vol-
ume.

Resiliency and data integrity
With storage spaces we can create a space with four different types of protection:

e Simple No protection from disk failure; data is striped across all disks. It should only
be used when we have easily replaceable data. This should not be used to host busi-
ness-critical data.

e Mirror We maintain multiple copies of data; ideal for hosting business critical data.

¢ Two-way mirror Two copies are maintained and we can tolerate one disk failure.

e Three-way mirror Three copies are maintained and we can tolerate two disk
failures.

e Parity Data is striped across all disks along with parity information to regenerate
data in case of a disk failure. We can tolerate a single disk failure with this model.

Based on the protection type, the minimum number of disks required varies.

Storage Spaces, when integrated with cluster shared volume, can unify storage access and
simplify management. All cluster nodes can access the storage concurrently, irrespective of the
number of nodes and the number of JBOD enclosures. In case of a server failure, the workloads
will transparently failover to an alternative server without any outage. This also makes it possi-
ble to take servers offline for maintenance without impacting service.
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Multi-tenancy

As an organization, we may have requirements to segment storage for charge back, compli-
ance, or political reasons, and as a multiple-customer hosting provider, we need to offer isola-
tion at all layers. With Storage Spaces we can delegate management of storage pools to
individual customers or application teams so that they can provision virtual disks and volumes
as per their business requirements.

Ease of management

Storage Spaces can be managed from Server Manager Ul or via PowerShell. With the new
Server Manager an administrator can manage and monitor storage fabric from a single user
interface. From creating a pool to creating a volume, all of it can be accomplished using the
same management console. To make it even simpler, the wizards have a chaining feature by
which the administrator has an option of triggering the next logical action. For example, after
creating a pool, the next logical step is to create a virtual disk. All the administrator needs to
do is select the check box for launching the next wizard on the final screen and as soon as the
action completes the next wizard is presented. Storage management can't get simpler than
this:

i Server Manager [=To 5]
@ ¥ «Volumes * Storage Pools @ 1| V| Morage  Tooks  view Help
_ STORAGE POOLS -
] Servers (B8] 21 storage pools | 3 tota [Tasks ~
i Volumes = o O A=
iy Filter v
| ] Disks
Igl Storage Pools A Name Type Managed by Available to Read-W|
2 sh
- BrES 4 Storage Spaces (3)

ﬂ iscsl TechEd_Existing Storage Pool  TechedStorage TechedStorage TechedS =

Primordial Available Disks TechedStorage TechedStorage Techeds
SSClus Storage Pool  cluster03, Cluster04 cluster03, Cluster04 dluster0:
< mn >
Last refreshed on 3/30/2013 7:22:09 PM
VIRTUAL DISKS o PHYSICAL DISKS o
No related data is available. TASKS ¥ |  SSClus on cluster03 TASKS v
irt . ) v
To create a virtual disk, start the New Virtual Disk A Slot Name Status
Wizard.
PhysicalDisk4 (cluster03)
PhysicalDisk3 (cluster03)
DbaicicalDicled Lelassar2) =
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For the command line ninjas, there is PowerShell support for Storage Spaces:

PS C:\Users\Administrator> Get-Command *StoragePool

Name ModuleName

Get-StoragePool Storage
New-StoragePool Storage
Remove-StoragePool Storage
Set-StoragePool Storage

This might get you thinking: how about a storage self-provisioning portal for your dev/test
environment with a Web Ul that calls the PowerShell cmdlets and completes the task?

Before we start

I am sure by now you are very excited to deploy your first storage space and get a feel for the
solution, so let's go over the prerequisites of Storage Spaces:
e Server operating system You need Windows Server 2012 Standard or Data Center
Edition. Although the Windows 8 client also has this capability, we will not spend any
time on client-side implementation of Storage Spaces.

e Interconnects Storage Spaces supports:

e SATA
e SAS
e USB
e SCSI

It's important to call out that there is no support for FC or iSCSI.

e Storage with no magic at any layer All the storage should be directly exposed to
the operating system with no abstraction. So we need to turn off all the fancy fea-
tures of the storage controller and let the disk be completely managed by the oper-
ating system.
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e Disks The disk should be a minimum of 10 GB, unpartitioned, and uninitialized. De-
pending on the resiliency options, the number of disks required will vary. For simple
space, you can start with one disk, two for two-way mirror, three for parity, and five
for three-way mirror. The disk requirements may change depending on the number
of columns you plan to have (to be discussed later).

e Hardware Although this works with any JBOD enclosure, there are some new Stor-
age Spaces certified enclosures that support a feature called SCSI Enclosure Services,
or SES. With SES an administrator can turn on the drive light to make it easier to
identify a disk that needs to be replaced:

PHYSICAL DISKS

TechEd_Existing on TechedStorage TASKS =
Filter po Ew @A) v
- -
h Slot Name Status Capacity Bus Usage Chassis RPM

SCSI  Automatic

Phy ' ; 640TB  SCSI Automatic
Remove Disk

Toggle Drive Light

Properties

Deploying your first storage space

To start your journey of creating the first storage space, | would recommend a system with
Hyper-V enabled and a virtual machine with Windows Server 2012 Standard Edition. (Yes, the
evaluation edition works too.) While authoring this section, | set the whole lab on my laptop
running Windows 8 Enterprise with Hyper-V enabled. | created a bunch of virtual machines
with Windows Server 2012 and | was set! But if you are one of those fortunate souls who has
access to a lab with all kinds of hardware, you can definitely try the same on real hardware and
experience the performance.

For this walkthrough | am using my member server, which hosts all the storage require-
ments of my lab enterprise.
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1.

Launch Server Manager and click File And Storage Services:

I88 Dashboard
i Local Server

ii All Servers

] fI!E and Storage Services D

Click Storage Pools:

(@l STORAGE POOLS
=i age Tas v

Storage Pools

VIRTUAL DISKS PHYSICAL DISKS

Storage Spaces Disks in a Paol

Let's take a moment to go over the user interface. The top box is for Storage Pools. We
start with one—Primordial—and all the available disks that meet the requirement for
Storage Spaces are listed below it. In the lower-right pane are the physical disks in a
pool; information about disk size, the interconnect, and its usage (Automatic or Hot
Spare) is displayed. Virtual disks or storage spaces are in the lower-left pane; here we
get information about resiliency, provisioning type (Thin or Fixed), and the size of the
spaces.

The previous illustration shows two 64-terabyte disks in the pool adding up to 128 ter-
abytes of storage pool. In this storage pool we have created a thinly provisioned simple
virtual disk of 256 terabytes.

From PowerShell, we can get the same information via Get-StoragePool and Get-
PhysicalDisk. There is more detail available, such as allocated size, physical sector size,
and so on, which is available only via user interface.
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Hence, | encourage you to explore the PowerShell cmdlets:

PS5 C:\

FriendlyName

Hez
Healthy
Healthy

Select the Primordial storage pool, and then on the Tasks drop-down menu select
New Storage Pool:

PHYSICAL DISKS

Primordial on TechedStorage
Fitter o ®) -
- New Storage Poo
& siot Name Status Capacity Bus Usage  Chassis RPM

isk3 (TechedStorage) SCSI Automatic

This starts the New Storage Pool Wizard.

Click Next on the first page, and on the second page enter a name for your first stor-
age pool:

= New Storage Pool Wizard == -

Specify a storage pool name and subsystem

Name: MyFirstStorage

Description:

Select the group of available disks (also known as a primordial pool) that you want to yse:
Managed by Available to Subsystem | Primordial Pocl
TechedStorage TechedStorage Storage Spaces| Primordial

[<previous | [ Newt> | Cancel

Primordial Pool is listed in the lower pane. Click Next.
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6.
7.

On the Physical Disks page, select the disks you would like to add to the pool; you can
also select the allocation. For production setups you definitely want a few disks

marked as hot spare so that Storage Spaces can replace the dysfunctional disks in the
pool automatically:

Physical disks:

Siot  Name Capacity Bus RPM  Model

PhysicalDick3 (.. 300 GB SC.. Virtual Disk

Automatic
Hot Spare

ﬁ Selecting these disks will create a local puuLl

The other useful user interface element is the text indication of whether the created
pool will be a clustered or local pool. Click Next.

NOTE There has been some debate about when the hot spare gets activated. Some
people pulled out a disk to simulate a problem and then observed that the hot spare

did not immediately register any I/0. From my experience, the hot spare gets activated
when there is a bad disk and substantial write I/O is done to the space.

Review the summary and click Create.

On the Completion Summary page, another interesting user interface element is the
option to chain wizards.

You have successfully completed the New Storage Pool Wizard.

Task Progress Status
Gather information I Completed
Create storage pool I Completed

Update cache I Completed

1
[ Create a virtual disk when this wizard closes|
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The option guides a first-time user to the next logical step. Select the check box and
click Finish. This starts the New Virtual Disk Wizard.

8. Before we go over the New Virtual Disk Wizard, let's review the Server Manager user
interface after the storage pool has been created:

£ Name Type Managed by Available to Read-Write Server Capacity Free Space Percent Allocated  Status

4 Storage Spaces (2)
TechEd Existing Storage Pool T T T 12878 12878
Storage Pool  TechedStorage TechedStorage TechedStorage 293GB 290GE  E—

Last refreshed on 3/31/2013 7:12:58 PM

VIRTUAL DISKS PHYSICAL DISKS
No related data is available. TASKS v MyFirstStorage on TechedStorage TASKS ¥
No related virtual disks exist. Filter el B~ @~ v
To create a virtual disk, start the New Virtual Disk Wizard. & Slot' Neme Status Capacity Bus Usage  Chassis RPM
PhysicalDisk3 (TechedStorage) 203GB  SCSI Automatic

You can see the new storage pool. Click it to show the disks mapped to it in the Physical
Disks section. As expected, at this point there are no virtual disks hosted on this pool.

9. Returning to the New Virtual Disk Wizard, click Next on the Before You Begin page.

10. Select the newly created storage pool and click Next:

Storage pool:

Dogl Mames Iananed b Luailzbla tn Lapacitg Free Space  Sybcyctens
MyFirstStorage TechedStorage TechedStorage  29.3 GB 29.0 GE Storage 5¢
TechEd_Existing TechedStorage TechedStarage 128 TB 128TB Storage 5¢

11. Provide a virtual disk name and click Next.

12. On the Storage Layout page, click Mirror and then click Next:

storage pool does not contain enough physical disks to support the selected storage layout. Select a different layout.

8 You Begin &l g Lo
Simple Data is duplicated on two o three physical disks, increasing
- reliability, but reducing capacity. This storage layout requires at
oo Ieast two disks to protect you from a single disk failure, or at
arity ’ d
SEga A s \fealsl five disks to protect you from twe simultaneous disk
ailures.

Since the storage pool | created had only one disk, the wizard blocks the creation of
mirrored storage space. Click Simple and then click Next.
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13. Select Thin as the provisioning type and then click Next:

Provisioning type:
@ Thin

The volume uses space from the storage pool as needed, up to the volume size.
() Fixed

The velume uses space from the storage peol equal to the volume size.

14. On the Size page, set the size upward of 1 GB and click Next, review the summary
screen, and then click Create. Once the virtual disk creation is complete, the wizard
presents an option to launch the next logical action: Create a volume:

L 1
I Create a volume when this wizard closes I

15. Click Next on the Before You Begin page, select the newly created virtual disk, and
then click Next:

Server:

PTEVETTS YeTeT TR TETTETRn
TechedStorage Online Not Clustered  Local r

Disk:
Disk Virtual Disk Capacity Free Space  Subsystem
Disk 4 JTechfd Fuist 3618 S4AT8_Starage Space:

MyFirstVDisk ~ 100GB  992MB Storage Spaces

16. Leave the default value on the Size page and click Next.
17. Assign a drive letter and click Next.
18. Select either REFS or NTFS as the file system, provide a volume label, and click Next.

NOTE REFS is a new file system introduced in Windows Server 2012. It works very well

with mirrored spaces where, when the metadata or data fails the integrity check or
checksum, REFS restores a good copy from a working mirror.
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19. Storage spaces supports deduplication under two conditions:
e The file system selected is NTFS.
e  Storage Spaces is not integrated with Failover Cluster.

Enable deduplication, taking a moment to familiarize yourself with the scheduling op-
tions available, then click Next.

20. Click Create.

You now have your first fully functional storage space ready to host data.

A little bit of theory

Now that we have our first storage space up and ready, the next step is to understand the im-
plementation details, or as we like to call it at Microsoft— to go under the hood.

First, let's understand the components of the storage stack (see the following diagram). |
have limited the scope of discussion to where Storage Spaces plugs in. Those who are interest-
ed in learning more can consider reading an excellent reference book from Microsoft Press
called Windows Internals, Fifth Edition by Mark E. Russinovich, David A. Solomon, and Alex lo-
nescu. (You can find it here: http://shop.oreilly.com/product/9780735625303.do.)

Partition Manager —Manages disk partition
Manages a specific — Class
disk type
Manages a specific —— Port Miniport — Vendor-supplied, manages
type of interconnect hardware-specific details
Disk Subsystem

e Disk class, port, and miniport drivers During system start, Windows I/0O manager
starts the disk storage drivers. Storage drivers in Windows follow a
class/port/miniport architecture where Microsoft provides a storage class driver that
implements functionality common to all storage devices and a port driver that im-
plements functionality common to a particular bus.

e Partition manager The partition manager (partmgr.sys) is responsible for discover-
ing, creating, deleting, and managing partitions.
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When you enable Storage Spaces, you utilize a driver Spaceport.sys to plug into the storage
stack above the partition manager. It's responsible for sending notifications about arrival, re-
moval, and modification of a storage pool, drive, or spaces:

Microsoft Storage Spaces Controller Properties | x| Driver File Details %]
General | Dri A
ver | Detais | Everts &G Miormsoh Storage Spaces Cortrler
\_ Microsoft Storage Spaces Controller
Q Driver files
S e T e

— = ot
Driver Date: 6/21/2006
Drver Version:  6.2.9200,16384
Digtal Signer. Microsoft Windows

On each disk hosting a storage pool, we create a special partition called Spaces Protective
Partition. It contains the metadata and the hosted data in a space in that pool:

Data
MBR Partition Spaces Protective Partition
(Optional)
Efletgdata Data Region
egion
- M Data . .
&.— = 1S Partition Spaces Protective Partition
< | R | (Opticnal)

Spaceport.sys interfaces with an inbox hardware provider (smspace.dll) to manage the Stor-

age Spaces subsystem:

4 —5 Disk drives
I —a Microsoft Storage Space Device I
—w Mhicrosoft Virtual Lhsk
—w Microsoft Virtual Disk
—w Microsoft Virtual Disk
= Virtual HD ATA Device

www.hellodigi.ir



Now let's take a look at how a spaces pool shows up in Device Manager and Disk
Management.

In Device Manager, under Disk Drives, the virtual disk is listed as Microsoft Storage Space
Device. Disk Management lists the disk as a basic disk; however, the device type is Storage
Spaces:

Disk | Type | capacity | Unallocated Space | status | Device Type |
CaDick( Rasic (100 GR 1 1R Online ATA

pDiskd Basic 26214338 GB  260095.83 GB Online Storage SpacEsI
o3 CO-ROMT B E(35] THE THE Tc Media  ATAPT

< m >

CDisk 0 I

Basic System Resen | (C)
ED‘DID GB 350 MB NTFS 29.66 GB NTFS
Online Healthy (Syster || Healthy (Boot, Page File, Cras

CDisk 4 I R -

Basic TechEd_Existing (E)
262143.88 GB 2042,00 GB NTFS 260095.87 GB
Online Healthy (Primary Partition) Unallocated

Planning your storage space

Before you start hosting business-critical data with Storage Spaces, a good amount of time
should be spent on planning and making the right choices. | am sure no administrator likes to
sit on a multi-terabyte mistake that requires many hours to correct over the weekend.

Resiliency and performance tuning
Before we click any option on the drop-down menu, we need to consider what workloads are
best suited for each protection. Each protection type has pros and cons. For example, Simple
offers no protection in case of disk failure, but it is the fastest in terms of performance. Also
the usable storage varies for each protection type.

For extracting the best performance out of storage spaces, we need to fine tune the column
and interleave values. Let’s first understand what a column is and what an interleave is.
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The following diagram shows the data is striped across three disks; each disk is a column,
and the stripe is the equivalent of a row in a table spanning the three disks. Interleave would
be each stripe unit:

Stripe
Disk 1 Disk 2 Disk 3
o o ] = - - e - EE,,Tm-_—_—_———— 1
| 1 |
a
<! 1
£ 4 | 5 6
S 1
I ;
I 1
1 1 11 12
! ! 4 Pad
oo oo oo o : -— I - -
-~ -
~ ~ 1 A g
\\ 1 P -
-~ \I/ -
Interleave

When creating a storage space, we can specify how many columns we want or the size of
an interleave.

We can define a column value equal to or less than the number of disks. This is important
because the number of columns defines how many disks we concurrently access. Some points
to keep in mind when creating storage spaces:

e The maximum number of columns GUI uses is eight.

e PowerShell allows you to specify a parameter—NumberofColumns greater than eight.

e  Parity spaces cannot have more than eight columns.

e  Mirrored spaces, when created using the Ul, allow for up to four columns; you can
specify a larger number when creating the space from PowerShell.

Interleave is the second most important parameter because it specifies the amount of data
that will be stored in each column. To determine the interleave size, we need to know the typi-
cal 1/O size for the data being streamed to the space. If the I/O size is larger than the interleave
size, data will be scattered across columns, and that translates into a single write operation
resulting in multiple writes.

For mirrored spaces, another parameter to consider is NumberOfDataCopies. We have the
option of creating two or three copies of data, but this comes at the cost of usable storage
space. For a two-way mirror the effective usable space is 50 percent, and for a three-way mir-
ror the effective usable space is 33 percent.
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Even when customers are placing non-critical data, | recommend they go with a model that
offers at least a single disk failure tolerance so that they can avoid starting from scratch in the
case of a disk failure or they can upgrade disks in enclosure without having to backup, delete
the existing virtual disk, and create a new virtual disk.

Another deployment model to consider is a mix in the number of columns and mirrors. For
example, with four disks, you can specify the number of columns as two and the number of
copies as two. If you have more disks, you can consider increasing the column count, thereby
increasing the number of disks concurrently servicing the 1/O requests.

Thin provisioning
Beyond resiliency and performance tuning, another sought-after feature is thin provisioning.

The thick provisioning method provisions or allocates the same amount of resources re-
ported to the storage subsystem above. The thin provisioning method provisions or allocates
fewer resources than what is reported to the storage subsystem above.

The immediate business benefit of thin provisioning is efficiency in storage utilization be-
cause it does not block off storage when it will not be utilized immediately. Instead storage is
allocated when files expand.

Thin provisioning is supported for standalone spaces deployment, but it's not available for
spaces integrated with clustering. Only fixed or thick provisioning is available when deploying
on a cluster.

So there is no one answer to which model is best suited for Hyper-V; it depends on the re-
siliency and performance goals plus 1/0O size.

Maintaining storage spaces

Here we will examine three aspects of maintaining storage spaces:
e Extending a virtual disk
e Removing a disk from a pool

e Rebuilding a server that hosts storage spaces

Extending a virtual disk

Increasing the size of an existing storage space is simple but requires careful planning. When
we create a storage space via Ul or PowerShell, we either explicitly specify the number of col-
umns or the system assigns the number. When increasing the size, we cannot alter the number
of columns; the same striping model needs to be followed.

For example, if you tried to add a single disk to a two-disk simple space with two columns,
the operation would fail since it would break the striping model. Disks must be added in mul-
tiples of two to allow the system to maintain the current striping model.
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So a simple formula to follow is
number of data copies * number of columns

This can be determined by using the following PowerShell command:
Get-VirtualDisk | ft FriendlyName, ResiliencySettingName, NumberOfColumns,
NumberOfDataCopies

Removing a disk from a pool
The other activity that requires careful planning is removing a disk from a pool. Once a disk is
in use, you may have to remove it for one of two reasons:

e Disk has failed or is in an unhealthy state

e Disk upgrades are required

While the replacement of an unhealthy disk is a straightforward operation, replacement of
a healthy disk is a bit tricky since it holds data. Here we need to explore Hyper-V storage mi-
gration since the only graceful method of removing an actively used disk is to delete the virtu-
al disk hosted on it and then remove the disk from the pool. So an approach to consider is to
migrate the virtualized workloads to the new virtual disk and then delete the old virtual disk.

Rebuilding a server that hosts storage spaces

Sometimes a server rebuild may be necessary. In those cases it's important to know what post-
rebuild actions are required to recover storage spaces.

After a server is rebuilt, the storage pool defaults to read-only mode and all the spaces
hosted on it are detached. To bring the storage pool and space to normal operational state,
use the following PowerShell cmdlets:

Get-StoragePool | Where-Object {$_ .IsReadonly -eq S$True } | Set-StoragePool —IsReadonly
SFalse
Get-VirtualDisk | Where-Object ($7.ISManualAttach -eq $True} | Set-VirtualDisk -

IsManualAttach S$False

The next section on troubleshooting storage spaces will go over other maintenance scenar-
ios, such as addressing a storage pool that's not visible or a corrupt pool.
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Troubleshooting storage spaces

Before we discuss scenarios, | would like to share some common guidelines for avoiding long
cycles of troubleshooting:

1.

Read the prerequisites A majority of the questions about unsuccessful storage
spaces deployment are due to prerequisites not being met. For example, many people
miss the interconnect requirement; Storage Spaces supports only SAS, SATA, SCSI, and
USB. FC and iSCSI are unsupported. So before you start your deployment take a mo-
ment to make sure all the prerequisites are met.

Check the health and operational status of the disks Before looking around for
help, run the following commands to review the health of the disks, pools, and spaces.
These PowerShell cmdlets will save a lot of time when you see unexpected behavior:

e List unhealthy spaces:
Get-VirtualDisk | Where-Object {$_ .HealthStatus —ne "Healthy"}

e List unhealthy storage pools:
Get-StoragePool | Where-Object {$ HealthStatus -ne "Healthy"}

e List unhealthy physical disks:
Get-PhysicalDisk | Where-object {$_HealthStatus —ne "Healthy"}

Take a look at event logs Event logs are great friends of an administrator. In the
event logs, you will find the errors encountered along with potential remedies. Good
starting points are:

e Applications and Services Logs\Microsoft\Windows\Spaceport\Analytic
e Applications and Services Logs\Microsoft\Windows\Spaceport\Operational

Sometimes you may experience issues because of a broken underlying component.
Good starting points for identifying these issues are:

e Applications and Services Logs\Microsoft\Windows\Disk
e Applications and Services Logs\Microsoft\Windows\StorDiag
e Applications and Services Logs\Microsoft\Windows\StorPort
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We will now examine three troubleshooting scenarios:

e Creating a storage space fails

e Deleting a storage space fails

e Expanding a storage space fails

To make it easier, | have created easy to follow flowcharts for these three scenarios. | hope
you find these useful when troubleshooting your implementation of storage spaces.

Creating a storage space fails
The following flowchart can be used to troubleshoot a scenario where creating a storage space

fails:
Creating a storage
space fails

Find the container’s

pool health status.

Is the pool

Unhealthy healthy?

Majority disks in
pool are in

If no issues found:
Capture ETW trace for
port drivers —
PartMgr, SpacePort,
ClassPnP while
re-creating the space.

unhealthy or
failed state.

Analyze the trace
logs to make a
diagnosis.

——————— END

Warning

Parse and analyze the

pool configuration
using diagnostic utility
for spaces.
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Deleting a storage space fails

The following flowchart can be used to troubleshoot a scenario where deleting a storage space

fails:

Deleting a storage
space fails

Parse and analyze the
pool configuration
using diagnostic utility
for spaces.

Any
inconsistencies
found?

Inconsistency with
storage pool

No inconsistency

Potential storage pool
configuration
corruption

If no issues found:
Capture ETW trace for
port driver —
PartMGr, SpacePort,
ClassPnP while
re-creating the space.

Analyze the trace
logs to make a
diagnosis.

Inconsistency with
storage space

Potential storage
space configuration
corruption
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Expanding a storage space fails

The following flowchart can be used to troubleshoot a scenario where expanding a storage

space fails:

Expanding a storage
space fails

Do we have
sufficient disks
available in pool?

No

. ., Add the required
Find the container’s el 1| e

pool health status. ;
try again

Is the pool
healthy?

If no issues found:
Capture ETW trace for
port driver —
PartMgr, SpacePort,
ClassPnP while
re-creating the space.

Analyze the trace
logs to make a
diagnaosis.

END )

—Satya Ramachandran, Premier Field Engineer
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Additional resources

Here are a few additional resources concerning this topic:

e Storage Spaces Overview (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh831739.aspx

e Storage Spaces Frequently Asked Questions (FAQ) (TechNet Wiki) at:
http ://social.technet.microsoft.com/wiki/contents/articles/11382.storage-spaces-
frequently-asked-questions-fag.aspx
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Building a demo environment

Sometimes the best way to troubleshoot something is to avoid problems in the first place.
Complex Hyper-V configurations can be time consuming to set up manually and can lead to
issues that are hard to troubleshoot. Windows PowerShell is useful because you can use it to
automate the configuration process to ensure it's free of errors. Of course that means your
Windows PowerShell commands and scripts must also be free of errors.

A good way to learn how to create error-free configuration scripts is to study and then cus-
tomize scripts created by experts. In this section Jose Barreto provides an in-depth look at the
scripts he uses to set up a demo environment for a fault-tolerant Hyper-V over SMB 3.0 infra-
structure based on Windows Server 2012. Jose also concludes his section with some links to
blog posts where he has covered a number of different SMB 3.0 tips and tricks.

TIP You can download a zip file containing all the Windows PowerShell scripts in this
demo from http://aka.ms/TroubleshootHyper-VStorage/files.

Hyper-V over SMB: Step-by-step installation using
Windows PowerShell

This section describes the steps | used to create a Windows Server 2012 File Server test envi-
ronment that | used for some of my Hyper-V over SMB demonstrations. The subsections below
are as follows:

e  Overview

e  Environment details

e  Script #1: Configuring FST2-DC1 (DNS, Domain Controller, iSCSI Target)
e  Script #2: Configuring FST2-FS1 (File Server 1)

e  Script #3: Configuring FST2-FS2 (File Server 2)

e  Script #4: Configuring FST2-HV1 (Hyper-V host 1)

e Script #5: Configuring FST2-HV2 (Hyper-V host 2)

e  Script #6: Configuring the Cluster FST2-FSC (run from FST2-FS1)
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e  Script #7: Configuring the Classic File Server Cluster FST2-FS (run from FST2-FS1)

e  Script #8: Configuring the Scale-Out File Server Cluster FST2-SO (run from FST2-FS1)
e  Script #9: Configuring the virtual machines in FST2-HV1

e  Script #10: Configuring the virtual machines in FST2-HV2

e Script #11: Creating a Hyper-V Cluster using file share storage

e Script #12: Optional steps to create a nonclustered file share on FST2-FS1

e Additional resources

Overview

The goal is to share some of configuration details and the exact Windows PowerShell scripts |
used to configure the environment. (If you look carefully, you might be able to spot a few
Windows PowerShell tricks and tips.)

This setup uses five physical machines, since the scenario involves deploying Hyper-V hosts
and you can't virtualize Hyper-V itself. | also use RDMA interfaces on the setup with SMB Di-
rect, and those also can't be virtualized. The demo setup includes one domain controller
(which also doubles as an iSCSI target), two file servers, and two Hyper-V hosts.

This is probably the most basic fault-tolerant Hyper-V over SMB setup you can create that
covers the entire spectrum of new SMB 3.0 capabilities (including SMB Transparent Failover,
SMB Scale-Out, SMB Direct, and SMB Multichannel).

Please keep in mind that this is not a production-ready configuration. | built it entirely us-
ing five-year-old desktop class machines. To improved disk performance, | did add three SSDs
to one of the machines to use as storage for my cluster, which | configured using Storage
Spaces and the Microsoft iSCSI Software target included in Windows Server 2012. However,
since | only had three small SSDs, | used a simple space, which cannot tolerate disk failures. In
production, you should use mirrored spaces. Also keep in mind that the FST2-DC1 machine
itself is a single point of failure, so you're really only tolerant to the failure of one of the two
Hyper-V hosts or one of the File Server nodes. In summary, this is a test-only configuration!
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Environment details

The environment is deployed as five physical machines, all using the FST2.TEST domain. Here's
a diagram of the setup so you can better understand it:

FST2-DC1
DC, DNS, iSCSI Target

FST2-FSC, File Server Cluster

RDMA1 FST2-FS1 Internal
File Server \
> FST2-FS2
File Server
FST2-HV1
HPLAE Hyper-V Host

N FST2-HV2
Hyper-V Host

FST2-HVC, Hyper-V Cluster

Here are the details about the names, roles, and IP addresses for each of the computers in-
volved, including the cluster objects and virtual machines:

Computer name: FST2-DC1
e Roles: DNS, Domain Controller, iSCSI Target
e  External network: DHCP
e Internal network: 192.168.100.10/24
e RDMA 1:192.168.101.10/24
e RDMA 2: N/A
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Computer name: FST2-FS1

Roles: File Server 1

External network: DHCP

Internal network: 192.168.100.11/24
RDMA 1:192.168.101.11/24

RDMA 2:192.168.102.11/24

Computer name: FST2-FS2

Roles: File Server 2

External network: DHCP

Internal network: 192.168.100.12/24
RDMA 1:192.168.101.12/24

RDMA 2:192.168.102.12/24

Computer name: FST2-HV1

Roles: Hyper-V Server 1

External network: DHCP

Internal network: 192.168.100.13/24
RDMA 1:192.168.101.13/24

RDMA 2:192.168.102.13/24

Computer name: FST2-HV2

Roles: Hyper-V Server 2

External network: DHCP

Internal network: 192.168.100.14/24
RDMA 1: N/A

RDMA 2:192.168.102.14/24

Computer name: FST2-FSC

Roles: File Server Cluster Name Object
External network: DHCP

Internal network: N/A

RDMA 1: N/A

RDMA 2: N/A
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Computer name: FST2-FS
e Roles: Classic File Server Cluster
e  External network: N/A
e Internal network: 192.168.100.22/24
e RDMA 1:192.168.101.22/24
e RDMA 2:192.168.102.22/24
Computer name: FST2-SO
e Roles: Scale-Out File Server Cluster
e  External network: N/A
e Internal network: N/A
e RDMA1:N/A
e RDMA 2: N/A
Computer name: FST2-HVC
e Roles: Hyper-V Cluster Name Object
e  External network: DHCP
e Internal network: N/A
e RDMA1:N/A
e RDMA 2: N/A
Computer name: FST2-VM*
e Roles: Virtual Machine
e  External network: DHCP
e Internal network: N/A
e RDMA1:N/A
e RDMA 2: N/A
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Last but not least, here's a picture of the setup, so you can get a sense of what it looks like:

Script #1: Configuring FST2-DC1 (DNS, Domain Controller,
iSCSI Target)

# Note 1: This assumes you already installed Windows Server 2012 and configured the
computer name.

# Note 2: This setup uses InfiniBand RDMA interfaces.

#

# Set power profile

#

POWERCFG.EXE /S SCHEME_MIN

#
# Configure all 4 interfaces (1 DHCP, 3 static)

#

# Rename External, no further action required, since this is DHCP

#

Get-NetAdapter -InterfaceDescription "*Intel*" | Rename-NetAdapter -NewName "External"
#

# Rename Internal, set to manual IP address, configure IP Address, DNS
#

Get-NetAdapter -InterfaceDescription "*Realtek*" | Rename-NetAdapter -NewName "Internal"
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Set-NetIPInterface -InterfaceAlias Internal -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias Internal -Confirm:$false

New-NetIPAddress -InterfaceAlias Internal -IPAddress 192.168.100.10 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias Internal -ServerAddresses 192.168.100.10

#

# Rename RDMAl, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | Select -Last 1 | Rename-NetAdapter -
NewName RDMAL

Set-NetIPInterface -InterfaceAlias RDMAl -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias RDMAl -Confirm:$false

New-NetIPAddress -InterfaceAlias RDMAl -IPAddress 192.168.101.10 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias RDMAl -ServerAddresses 192.168.100.10
Get-NetAdapter -InterfaceDescription "*IPoIB*" | ? {$ .Name -ne "RDMAl"} | Rename-
NetAdapter -NewName RDMA2

#

# Disable RDMA2, since this system only uses one RDMA interface
#

Disable-NetAdapter -InterfaceAlias RDMA2 -Confirm:$false

#

# Configure Storage Spaces, create pool with 3 disks, single simple space
#

$s = Get-StorageSubSystem -FriendlyName *Spaces*

New-StoragePool -FriendlyName Pooll -StorageSubSystemFriendlyName $s.FriendlyName -
PhysicalDisks (Get-PhysicalDisk -CanPool $true)

Set-ResiliencySetting -Name Simple -NumberofColumnsDefault 3 -StoragePool (Get-
StoragePool -FriendlyName Pooll)

#

# Create Space (virtual disk)

#

New-VirtualDisk -FriendlyName Spacel -StoragePoolFriendlyName Pooll -
ResiliencySettingName Simple -UseMaximumSize

#

# Initialize Space, partition, create volume, format as X:

#

Sc = Get-VirtualDisk -FriendlyName Spacel | Get-Disk

Set-Disk -Number $c.Number -IsReadOnly 0

Set-Disk -Number $c.Number -IsOffline 0

Initialize-Disk -Number $c.Number -PartitionStyle GPT

New-Partition -DiskNumber $c.Number -DriveLetter X -UseMaximumSize
Initialize-Volume -DriveLetter X -FileSystem NTFS -Confirm:S$false

#

# Install iSCSI Software Target

#
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Install-WindowsFeature FS-iSCSITarget-Server

#

# Create 1iSCSI target for two initiators (configured by IP address) with 5 LUNs (1GB for
witness disks, four 100GB for data disks)

#

New-IscsiServerTarget -TargetName FSTarget -InitiatorID IPAddress:192.168.101.11,
IPAddress:192.168.101.12

New-IscsiVirtualDisk -DevicePath X:\LUNO.VHD -size 1GB

1..4 | % {New-IscsiVirtualDisk -DevicePath X:\LUNS$_ .VHD -size 100GB}
Add-iSCSIVirtualDiskTargetMapping -TargetName FSTarget -DevicePath X:\LUNO.VHD
1..4 | % {Add-iSCSIVirtualDiskTargetMapping -TargetName FSTarget -DevicePath
X:\LUN$ .VHD}

#

# Install Active Directory

#

Install-WindowsFeature AD-Domain-Services

#

# Create AD forest, reboots at the end

#

Install-ADDSForest

-CreateDNSDelegation: $false

-DatabasePath "C:\Windows\NTDS"

-DomainMode "Win2008R2"

-DomainName "FST2.TEST"

-DomainNetBIOSName "FST2"

-ForestMode "Win2008R2"

-InstallDNS:Strue

-LogPath "C:\Windows\NTDS"

-SafeModeAdministratorPassword (Read-Host -AsSecureString -Prompt "Enter Password")

-SYSVOLPath "C:\Windows\SYSVOL"

Script #2: Configuring FST2-FS1 (File Server 1)
#

# Set service power profile
#
POWERCFG.EXE /S SCHEME_MIN

#
# Configure all 4 interfaces (1 DHCP, 3 static)
#

#

# Rename External, no further action required, since this is DHCP
#
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Get-NetAdapter -InterfaceDescription "*Intel*" | Rename-NetAdapter -NewName "External"

#

# Rename Internal, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*Realtek*" | Rename-NetAdapter -NewName "Internal"
Set-NetIPInterface -InterfaceAlias Internal -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias Internal -Confirm:$false

New-NetIPAddress -InterfaceAlias Internal -IPAddress 192.168.100.11 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias Internal -ServerAddresses 192.168.100.10

#

# Rename RDMAl, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | Select -Last 1 | Rename-NetAdapter -
NewName RDMAL

Set-NetIPInterface -InterfaceAlias RDMAl -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias RDMAl -Confirm:S$false

New-NetIPAddress -InterfaceAlias RDMAl -IPAddress 192.168.101.11 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias RDMAl -ServerAddresses 192.168.100.10

#

# Rename RDMA2, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | ? {$ .Name -ne "RDMAl"} | Rename-
NetAdapter -NewName RDMA2

Set-NetIPInterface -InterfaceAlias RDMA2 -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias RDMA2 -Confirm:S$Sfalse

New-NetIPAddress -InterfaceAlias RDMA2 -IPAddress 192.168.102.11 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias RDMA2 -ServerAddresses 192.168.100.10

#

# Join Domain, restart the machine

#

Add-Computer -DomainName FST2.TEST -Credential (Get-Credential) -Restart

#

# Install File Server

#

Install-WindowsFeature File-Services, FS-FileServer, Failover-Clustering

Install-WindowsFeature RSAT-Clustering -IncludeAllSubFeature

#

# Start iSCSI Software Initiator

#

Set-Service MSiSCSI -StartupType automatic
Start-Service MSiSCSI
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#
# Configure 1SCSI Software Initiator
#

New-1iSCSITargetPortal -TargetPortalAddress 192.168.101.10
Get-iSCSITarget | Connect-iSCSITarget

Get-1iSCSISession | Register-iSCSISession

#

# Configure the five iSCSI LUNs (initialize, create partition, volume, format as drives
J: to N:

#

1..5 1 % {

$Letter ="JKLMN"[($ -1)]

Set-Disk -Number $ -IsReadOnly 0

Set-Disk -Number $ -IsOffline 0

Initialize-Disk -Number $ -PartitionStyle MBR

New-Partition -DiskNumber $7 -Driveletter S$Letter -UseMaximumSize

Initialize-Volume -DriveLetter $Letter -FileSystem NTFS -Confirm:$false

Script #3: Configuring FST2-FS2 (File Server 2)
#

# Set service power profile
#
POWERCFG.EXE /S SCHEME_MIN

#
# Configure all 4 interfaces (1 DHCP, 3 static)
#

#
# Rename External, no further action required, since this is DHCP
#

Get-NetAdapter -InterfaceDescription "*Intel*" | Rename-NetAdapter -NewName "External"

#

# Rename Internal, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*Realtek*" | Rename-NetAdapter -NewName "Internal"
Set-NetIPInterface -InterfaceAlias Internal -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias Internal -Confirm:$false

New-NetIPAddress -InterfaceAlias Internal -IPAddress 192.168.100.12 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias Internal -ServerAddresses 192.168.100.10
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#

# Rename RDMAl, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | Select -Last 1 | Rename-NetAdapter -
NewName RDMA1

Set-NetIPInterface -InterfaceAlias RDMAl -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias RDMAl -Confirm:$false

New-NetIPAddress -InterfaceAlias RDMAl -IPAddress 192.168.101.12 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias RDMAl -ServerAddresses 192.168.100.10

#

# Rename RDMA2, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | ? {$ .Name -ne "RDMAl"} | Rename-
NetAdapter -NewName RDMA2

Set-NetIPInterface -InterfaceAlias RDMA2 -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias RDMA2 -Confirm:S$false

New-NetIPAddress -InterfaceAlias RDMA2 -IPAddress 192.168.102.12 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias RDMA2 -ServerAddresses 192.168.100.10

#

# Join Domain

#

Add-Computer -DomainName FST2.TEST -Credential (Get-Credential) -Restart

#

# Install File Server

#

Install-WindowsFeature File-Services, FS-FileServer, Failover-Clustering

Install-WindowsFeature RSAT-Clustering -IncludeAllSubFeature

#

# Start iSCSI Software Initiator

#

Set-Service MSiSCSI -StartupType automatic
Start-Service MSiSCSI

#

# Configure 1SCSI Software Initiator

#

New-iSCSITargetPortal -TargetPortalAddress 192.168.101.10
Get-i1SCSITarget | Connect-iSCSITarget

Get-iSCSISession | Register-iSCSISession
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# No need to configure LUNs here. In a cluster, this is done only from one of the nodes.
We did it in FS1.
#

Script #4: Configuring FST2-HV1 (Hyper-V host 1)
#

# Set service power profile
#
POWERCFG.EXE /S SCHEME MIN

#
# Configure all 4 interfaces (1 DHCP, 3 static)
#

#

# Rename External, no further action required, since this is DHCP

#

Get-NetAdapter -InterfaceDescription "*82566DM*" | Rename-NetAdapter -NewName "External"

#

# Rename Internal, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*PRO/100*" | Rename-NetAdapter -NewName "Internal"
Set-NetIPInterface -InterfaceAlias Internal -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias Internal -Confirm:$false

New-NetIPAddress -InterfaceAlias Internal -IPAddress 192.168.100.13 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias Internal -ServerAddresses 192.168.100.10

#

# Rename RDMAl, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | Select -Last 1 | Rename-NetAdapter -
NewName RDMAL

Set-NetIPInterface -InterfaceAlias RDMAl -DHCP Disabled

Remove-NetIPAddress —-InterfaceAlias RDMAl -Confirm:$false

New-NetIPAddress -InterfaceAlias RDMAl -IPAddress 192.168.101.13 -PrefixLength 24
Set-DnsClientServerAddress -InterfaceAlias RDMAl -ServerAddresses 192.168.100.10

#
# Rename RDMA2, set to manual IP address, configure IP Address, DNS
#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | 2 {$_.Name -ne "RDMA1l"} Rename-

|
NetAdapter -NewName RDMA2

Set-NetIPInterface -InterfaceAlias RDMA2 -DHCP Disabled
Remove-NetIPAddress -InterfaceAlias RDMA2 -Confirm:$false

New-NetIPAddress -InterfaceAlias RDMA2 -IPAddress 192.168.102.13 -PrefixLength 24
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Set-DnsClientServerAddress -InterfaceAlias RDMA2 -ServerAddresses 192.168.100.10

#

# Install Hyper-V

#

Install-WindowsFeature Hyper-V, Hyper-V-Windows PowerShell, Hyper-V-Tools, Failover-
Clustering

Install-WindowsFeature RSAT-Clustering -IncludeAllSubFeature

#

# Join Domain, restart

#

Add-Computer -DomainName FST2.Test -Credential (Get-Credential) -Restart

Script #5: Configuring FST2-HV2 (Hyper-V host 2)
#

# Set service power profile
#
POWERCFG.EXE /S SCHEME_MIN

#
# Configure all 4 interfaces (1 DHCP, 3 static)
#

#

# Rename External, no further action required, since this is DHCP

#

Get-NetAdapter -InterfaceDescription "*82566DM*" | Rename-NetAdapter -NewName "External"
#

# Rename Internal, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*PRO/100*" | Rename-NetAdapter -NewName "Internal"
Set-NetIPInterface -InterfaceAlias Internal -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias Internal -Confirm:$false

New-NetIPAddress -InterfaceAlias Internal -IPAddress 192.168.100.14 -PrefixLength 24

Set-DnsClientServerAddress -InterfaceAlias Internal -ServerAddresses 192.168.100.10

#

# Rename RDMAl, set to manual IP address, configure IP Address, DNS

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | Select -Last 1 | Rename-NetAdapter -
NewName RDMAL

Set-NetIPInterface -InterfaceAlias RDMAl -DHCP Disabled

Remove-NetIPAddress -InterfaceAlias RDMAl -Confirm:$false

New-NetIPAddress -InterfaceAlias RDMAl -IPAddress 192.168.102.14 -PrefixLength 24
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Set-DnsClientServerAddress -InterfaceAlias RDMAl -ServerAddresses 192.168.100.10

#

# Disable RDMA2, since this system only uses one RDMA interface

#

Get-NetAdapter -InterfaceDescription "*IPoIB*" | ? {$_.Name -ne "RDMAl"} | Rename-

NetAdapter -NewName RDMA2
Disable-NetAdapter -InterfaceAlias RDMA2 -Confirm:$false

#

# Install Hyper-V

#

Install-WindowsFeature Hyper-V, Hyper-V-Windows PowerShell, Hyper-V-Tools, Failover-
Clustering

Install-WindowsFeature RSAT-Clustering -IncludeAllSubFeature

#

# Join Domain, restart

#

Add-Computer -DomainName FST2.Test -Credential (Get-Credential) -Restart

Script #6: Configuring the Cluster FST2-FSC (run from
FST2-FS1)
#

# Run Failover Cluster Validation

#

Test-Cluster -Node FST2-FS1, FST2-FS2
#

# Create cluster

#

New-Cluster -Name FST2-FSC -Node FST2-FS1, FST2-FS2

#

# Rename Networks

#

(Get-ClusterNetwork | ? {$_.Address -like "192.168.100.*" }).Name = "Internal"
(Get-ClusterNetwork | ? {$_.Address -like "192.168.101.*" }).Name = "RDMA1"
(Get-ClusterNetwork | ? {$_.Address -like "192.168.102.*" }).Name = "RDMA2"
(Get-ClusterNetwork | ? {$_.Address -like "172.*" }).Name = "External"

#

# Configure Cluster Network Roles (0=Not used, 1=Cluster only, 3=Cluster+Clients)
#

(Get-ClusterNetwork Internal) .Role = 3

(Get-ClusterNetwork RDMAl) .Role = 3
(Get-ClusterNetwork RDMA2) .Role = 3
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(Get-ClusterNetwork External) .Role = 1

#

# Rename Witness Disk

#

Sw = Get-ClusterResource | 2 { $ .OwnerGroup -eqg "Cluster Group" -and $_ .ResourceType -
eq "Physical Disk"}

Sw.Name = "WitnessDisk"

Script #7: Configuring the Classic File Server Cluster FST2-
FS (run from FST2-FS1)
#

# Move all disks to node one, rename Cluster Disks

#

Get-ClusterGroup | Move-ClusterGroup -Node FST2-FS1

(Get-Volume -DrivelLetter I | Get-Partition | Get-Disk | Get-ClusterResource) .Name =
"FSDiskl1"

(Get-Volume -DrivelLetter J | Get-Partition | Get-Disk | Get-ClusterResource) .Name =

"FSDisk2"

#

# Create a classic file server resource group

#

Add-ClusterFileServerRole -Name FST2-FS -Storage FSDiskl, FSDisk2 -StaticAddress
192.168.100.22/24, 192.168.101.22/24, 192.168.102.22/24

#

# Create Folders

#

Move-ClusterGroup -Name FST2-FS -Node FST2-FS1
md I:\VMS

md J:\VMS

#

# Create File Shares

#

New-SmbShare -Name VMS1 -Path I:\VMS -FullAccess FST2.Test\Administrator,
FST2.Test\FST2-HV1S, FST2.Test\FST2-HV2S

New-SmbShare -Name VMS2 -Path J:\VMS -FullAccess FST2.Test\Administrator,
FST2.Test\FST2-HV1S, FST2.Test\FST2-HV2S

#

# Set NTFS permissions

#

(Get-SmbShare VMS1) .PresetPathAcl | Set-Acl

(Get-SmbShare VMS2) .PresetPathAcl | Set-Acl
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Script #8: Configuring the Scale-Out File Server Cluster
FST2-SO (run from FST2-FS1)
#

# Add two remaining disks to Cluster Shared Volumes

#

Get-ClusterResource | ? OwnerGroup -eq "Available Storage" | Add-ClusterSharedVolume
#

# Create a scale out file server resource group

#

Add-ClusterScaleOutFileServerRole -Name FST2-SO

#

# Create Folders

#

MD C:\ClusterStorage\Volumel\VMS
MD C:\ClusterStorage\Volume2\VMS

#

# Create File Shares

#

New-SmbShare -Name VMS3 -Path C:\ClusterStorage\Volumel\VMS -FullAccess
FST2.Test\Administrator, FST2.Test\FST2-HV1$, FST2.Test\FST2-HV2S$
New-SmbShare -Name VMS4 -Path C:\ClusterStorage\Volume2\VMS -FullAccess
FST2.Test\Administrator, FST2.Test\FST2-HV1$, FST2.Test\FST2-HV2S$

#

# Set NTFS permissions

#

(Get-SmbShare VMS3) .PresetPathAcl | Set-Acl

(Get-SmbShare VMS4) .PresetPathAcl | Set-Acl

Script #9: Configuring the virtual machines in FST2-HV1
#

# Create VM Switch (if doing this remotely, you will need to reconnect)

#

New-VMSwitch -NetAdapterName External -Name External

Get-NetAdapter -InterfaceDescription Hyper* | Rename-NetAdapter -NewName ExternalVirtual

#

# Create VHD files for two VMs

#

New-VHD -Path \\FST2-FS\VMS1\VM1.VHDX -Fixed -SizeBytes 20GB
New-VHD -Path \\FST2-SO\VMS3\VM3.VHDX -Fixed -SizeBytes 20GB
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# Create two VMs

#

New-VM -Path \\FST2-FS\VMS1 -Name VM1l -VHDPath \\FST2-FS\VMS1\VM1.VHDX -SwitchName
External -Memory 1GB

New-VM -Path \\FST2-SO\VMS3 -Name VM3 -VHDPath \\FST2-SO\VMS3\VM3.VHDX -SwitchName
External -Memory 1GB

Set-VMDvdDrive -VMName VM1 -Path D:\WindowsServer2012.iso

Set-VMDvdDrive -VMName VM3 -Path D:\WindowsServer2012.iso

Start-vM VM1, VM3

Script #10: Configuring the virtual machines in FST2-HV2
#

# Create VM Switch (if doing this remotely, you will need to reconnect)

#

New-VMSwitch -NetAdapterName External -Name External

Get-NetAdapter -InterfaceDescription Hyper* | Rename-NetAdapter -NewName ExternalVirtual
#

# Create VHD files for two VMs

#

New-VHD -Path \\FST2-FS\VMS2\VM2.VHDX -Fixed -SizeBytes 20GB

New-VHD -Path \\FST2-SO\VMS4\VM4.VHDX -Fixed -SizeBytes 20GB

#

# Create and start two VMs

#

New-VM -Path \\FST2-FS\VMS2 -Name VM2 -VHDPath \\FST2-FS\VMS2\VM2.VHDX -SwitchName
External -Memory 1GB

New-VM -Path \\FST2-SO\VMS4 -Name VM4 -VHDPath \\FST2-SO\VMS4\VM4.VHDX -SwitchName
External -Memory 1GB

Set-VMDvdDrive -VMName VM2 -Path D:\WindowsServer2012.iso

Set-VMDvdDrive -VMName VM4 -Path D:\WindowsServer2012.iso

Start-vM VM2, VM4

Script #11: Creating a Hyper-V Cluster using file share
storage
#

# on FST2-HV1

#

#

# Create Hyper-V Cluster called FST2-HVC

#

New-Cluster -Name FST2-HVC -Node FST2-HV1, FST2-HV2
#

# on FST2-FS1

#
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#

# Create Folder and File Share for File Share Witness
#

MD C:\ClusterStorage\Volumel\Witness

New-SmbShare -Name Witness -Path C:\ClusterStorage\Volumel\Witness -FullAccess
FST2.Test\Administrator, FST2.Test\FST2-HVCS
(Get-SmbShare Witness) .PresetPathAcl | Set-Acl

#

# on FST2-HV1

#

#

# Configure FST2-HVC Cluster with a File Share Witness
#

Set-ClusterQuorum -NodeAndFileShareMajority \\FST2-SO\Witness
#

# Make VMs in FST2-HV1 Highly available

#

Add-VMToCluster VML

Add-VMToCluster VM3

#

# on FST2-HV2

#

#

# Make VMs in FST2-HV2 Highly available

#

Add-VMToCluster VM2

Add-VMToCluster VM4

Script #12: Optional steps to create a nonclustered file
share on FST2-FS1
#

# on FST2-FS1

#

MD D:\VMS

New-SmbShare -Name VMS5 -Path D:\VMS -FullAccess FST2.Test\Administrator,
FST2.Test\FST2-HV1$, FST2.Test\FST2-HV2$

(Get-SmbShare VMS5) .PresetPathAcl | Set-Acl

#

# on FST2-HV1

#

New-VHD -Path \\FST2-FS1\VMS5\VM5.VHDX -Fixed -SizeBytes 20GB

New-VM -Path \\FST2-FS1\VMS5 -Name VM5 -VHDPath \\FST2-SO\VMS3\VM3.VHDX -SwitchName
External -Memory 1GB

Set-VMDvdDrive -VMName VM5 -Path D:\WindowsServer2012.iso

Start-VM VM5
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Conclusion

As you see, we speak more Windows PowerShell than English around here! | hope you enjoy
the scripting samples and try at least some of it in your configurations.

To conclude, here is a set of SMB tips and tricks | have collected over time:

Switch to the High Performance power profile:
http://blogs.technet.com/b/josebda/archive/2012/11/10/windows-server-2012-file-
server-tip-switch-to-the-high-performance-power-profile.aspx

Make sure your network interfaces are RSS capable:
http://blogs.technet.com/b/josebda/archive/2012/11/10/windows-server-2012-file-
server-tip-make-sure-your-network-interfaces-are-rss-capable.aspx

Use multiple subnets when deploying SMB Multichannel in a cluster:
http://blogs.technet.com/b/josebda/archive/2012/11/12/windows-server-2012-file-
server-tip-use-multiple-subnets-when-deploying-smb-multichannel-in-a-cluster.aspx

Disable 8.3 Naming (and strip those short names too):
http://blogs.technet.com/b/josebda/archive/2012/11/13/windows-server-2012-file-
server-tip-disable-8-3-naming-and-strip-those-short-names-too.aspx

Continuous Availability does not work with volumes using 8.3 naming or NTFS com-
pression:

http://blogs.technet.com/b/josebda/archive/2012/11/13/windows-server-2012-file-
server-tip-continuous-availability-does-not-work-with-volumes-using-8-3-naming-

or-ntfs-compression.aspx

Enable CSV Caching on Scale-Out File Server Clusters:
http://blogs.technet.com/b/josebda/archive/2012/11/14/windows-server-2012-file-
server-tip-enable-csv-caching-on-scale-out-file-server-clusters.aspx

Avoid loopback configurations for Hyper-V over SMB:
http://blogs.technet.com/b/josebda/archive/2012/11/14/windows-server-2012-file-
server-tip-avoid-loopback-configurations-for-hyper-v-over-smb.aspx

Run the File Services Best Practices Analyzer (BPA):
http://blogs.technet.com/b/josebda/archive/2012/11/15/windows-server-2012-file-
server-tip-run-the-file-services-best-practices-analyzer-bpa.aspx

Use Windows PowerShell to find the free space on the volume behind an SMB file
share:
http://blogs.technet.com/b/josebda/archive/2012/11/19/windows-server-2012-file-
server-tip-use-Windows PowerShell-to-find-the-free-space-on-the-volume-behind-
an-smb-file-share.aspx

New per-share SMB client performance counters provide great insight:
http://blogs.technet.com/b/josebda/archive/2012/11/19/windows-server-2012-file-
server-tip-new-per-share-smb-client-performance-counters-provide-great-

insight.aspx
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Minimum version of Mellanox firmware is required for running SMB Direct in Win-
dows Server 2012:
http://blogs.technet.com/b/josebda/archive/2013/01/18/minimum-version-of-

mellanox-firmware-required-for-running-smb-direct-in-windows-server-2012.aspx

How much traffic needs to pass between the SMB Client and Server before Multi-
channel actually starts?
http://blogs.technet.com/b/josebda/archive/2013/01/18/how-much-traffic-needs-to-

pass-between-the-smb-client-and-server-before-multichannel-actually-starts.aspx

—Jose Barreto, Principal Program Manager, File Server and Clustering Team

Additional resources

Here are a few additional resources concerning this topic:

Deploy Hyper-V over SMB (TechNet Library) at:
http://technet.microsoft.com/en-us/library/jj134187.aspx

Hyper-V Cmdlets in Windows PowerShell (TechNet Library) at:
http://technet.microsoft.com/en-us/library/hh848559.aspx
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Now that

you've
read the
book...

Tell us what you think!

Was it useful?
Did it teach you what you wanted to learn?
Was there room for improvement?

Let us know at http://aka.ms/tellpress

Your feedback goes directly to the staff at Microsoft Press,
and we read every one of your responses. Thanks in advance!

B Microsoft
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